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Abstract

The Ionosphere-Thermosphere (I-T) system is greatly affected by the mag-

netospheric energy deposition from above and subjected to forcing from the lower

atmosphere simultaneously. A central problem in studying the coupled I-T system

is to analyze the multi-scale processes naturally embedded in both ways. Magne-

tospheric energy input such as auroral precipitation and electric field demonstrates

multi-scale structures during magnetic storms, resulting in multi-scale I-T responses

when deposited into the I-T system. To better quantify the multi-scale aurora and

electric field, we developed a new data assimilation model based on a multi-resolution

Gaussian process model to synthesize empirical models and observational data from

various sources and provide estimates in regions without observations. The new

method mitigates the discrepancy between empirical models and observations by suc-

cessfully capturing the dynamic evolutions of large-scale and mesoscale auroral and

electric field structures. By further incorporating the assimilated aurora and elec-

tric fields into Thermosphere Ionosphere Electrodynamics General Circulation Model

(TIEGCM) during the 2015 St. Patrick’s Day storm, we significantly elevate Joule

heating and largely reproduce the global and local I-T responses as observed, includ-

ing the enhanced electron density and vertical wind. Data assimilation also helps

introduce more spatial and temporal variabilities in TIEGCM, which propagate to

low-latitude regions through Traveling Atmospheric Disturbance (TAD). In the other
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direction, to study the atmospheric wave forcing from below and how it impacts the

I-T system, we develop a nested-grid extension to TIEGCM to study the Gravity

Wave (GW) propagation process and its ionospheric effect during the 2022 Tonga

volcano eruption. Such a hybrid-grid design helps to better simulate the variations

of a smaller scale than the standard model resolution while reducing computation

costs at the same time. With proper seeding at the lower boundary, GW propagation

in the thermosphere is successfully reproduced. The resulting Traveling Ionospheric

Disturbance (TID) in the ionosphere has a similar speed to observations. The wave

spectrum at different altitudes also indicates that the dominant GW has a shorter

period and horizontal wavelength at higher altitudes. This dissertation discusses the

detailed tool development, including data assimilation and TIEGCM-NG, which en-

ables a better understanding of the influences of multi-scale magnetospheric forcing

and lower-atmosphere wave forcing on the I-T system. This work provides a powerful

set of tools for a better simulation of space weather.
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Chapter 1

Introduction

The thermosphere is the topmost layer of the atmosphere where the concentra-

tion of charged particles is high enough to have a significant impact. Due to different

collision frequencies of electrons and ions with neutral particles and the resultant

different mobilities, charge separation occurs, and electric fields form. Electric fields

then react back on charged particles leading to the differential motion of neutral and

charged particles. The collisional forces between neutral and charged particles, which

depend on the relative velocities between two species, accelerate one at slow speeds.

At the same time, deaccelerate the other at high speeds resulting in momentum and

energy exchanges. The changes in the spatial distribution of charged particles feed

back into the corresponding altering of electric fields. Due to the intimate nature of

neutral and charged particles and the entangled relation between charges and fields,

the ionosphere and thermosphere are often studied together and referred to as the

Ionosphere-Thermosphere (I-T) system (Kelley, 2009).

Since ions are greatly affected by magnetic fields through Lorentz forces, the

ionosphere is sensitive to geomagnetic field configurations. In high latitudes (po-

lar regions) where geomagnetic field lines are connected to the magnetosphere, the
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ionosphere is highly influenced by the interaction between the solar wind and mag-

netosphere through magnetic coupling processes. When the dayside Interplanetary

Magnetic Field (IMF) points southward, the magnetic fields reconnect from solar

wind to earth. Plasmas travel along geomagnetic field lines to the ionosphere, result-

ing in auroral activities (Dungey, 1961). During disturbed geomagnetic conditions,

energy deposition from the magnetosphere in the form of electromagnetic waves and

particle precipitation can reach 3 to 5 times than quiet time, far exceeding the energy

input from upward propagating atmospheric waves (Knipp et al., 2011). Massive

magnetospheric energy heats the atmosphere, changes the local circulation, and leads

to atmospheric disturbances like temperature enhancement, density variation, and

traveling waves (Lei et al., 2010; Bruinsma and Forbes, 2010).

In the other direction, the upward-propagating atmospheric wave is a persis-

tent process that transports momentum and energy into the I-T region, leading to

perturbations of various scales. From large-scale waves like tides and planetary waves

to regional-scale Gravity Waves (GWs), atmospheric waves show different spectra and

propagation properties, leading to distinct behaviors in the I-T system. For example,

the interaction between planetary waves with tides generally causes large-scale fea-

tures like the wave-4 structures in the ionospheric electron densities (Kil et al., 2008;

Oberheide et al., 2011). At the same time, GWs have an imprint on the ionospheric

E and F regions in the form of Traveling Ionospheric Disturbances (TIDs) (Hines,

1960; Fritts and Lund, 2011) and or sporadic E layers (van Eyken et al., 1982).

The nonlinear wave-wave and wave-mean coupling processes further complicate the

picture through cross-scale interactions, a significant source for the I-T variabilities.

Such wave-induced I-T variabilities are studied extensively in literature (Holton, 1983;

Fritts, 1984).
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1.1 Observations

A series of satellite and ground-based observations have observed significant

variations of the I-T system during geomagnetic storms. Instruments onboard low-

earth orbit satellites provide sustained high-quality measurements of the near-earth

environment. Special Sensor Ultraviolet Spectrographic Imager (SSUSI) (Paxton

et al., 1992) and Special Sensor for Ion and Electron Scintillation (SSIES) (Rich,

1994) onboard Defense Meteorological Satellites Program (DMSP) provide precious

auroral image data and ion drift measurements. Auroral particle precipitation is

found to heat the atmosphere directly by collision and indirectly by changing con-

ductivities (Banks, 1977). Downward Poynting flux on the order of 50mWm−2 to

100mWm−2 associated with sizeable electric field perturbations (100mVm−1) is also

detected and further converted into Joule heating (Wygant et al., 2000). The iono-

spheric current system also varies. For example, Field-Aligned Current (FAC) derived

from AMPERE can increase by over 100% during storm time (Anderson et al., 2002,

2014).

Figure 1.1 shows a daily summary plot of auroral irradiances by DMSP/SSUSI

during the 2015 St. Patrick’s Day storm (to be discussed in Chapter 5). During this

one-day interval, the satellite passes both poles multiple times and records auroral

airglow at 5 different bands: 121.6 nm, 130.4 nm, 135.6 nm, 140 nm to 150 nm (Lyman-

Birge-Hopfield (LBH) short), and 165 nm to 180 nm (LBH long). The figure shows

optical brightening at the auroral oval, indicating enhanced auroral activities.

Ground-based auroral observation network like Time History of Events and

Macroscale Interactions during Substorms (THEMIS) All-Sky Imager (ASI) has also

expanded and updated to cover more regions and reach higher precisions. THEMIS

ASI array monitors the auroral activities in northern America since 2006 (Gabrielse
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Figure 1.1: SSUSI auroral irradiance daily summary plot on 2015-03-17. This figure
is reconstructed from optical measurements at 130.4 nm, 135.6 nm and LBH-short
bands. Courtesy SSUSI website.

et al., 2021). Figure 1.2 depicts a typical picture of the ground-based auroral mea-

surements of energy fluxes. Clear enhancements are present in the middle of the

graph. At the same time, the aurora is not intense at a similar latitude but a dif-

ferent longitude, showing spatial dependencies. The continuous observations of the

spatial distributions provide another important data set for analyzing the long-term

and short-term variations of the aurora.

Besides auroral observations like DMSP/SSUSI and THEMIS ASI, high-latitude

ion convections, or electric fields, have also been monitored since the 1990s (Green-

wald et al., 1995). Super Dual Auroral Radar Network (SuperDARN), a widely used

high-frequency radar network, provides Line-Of-Sight (LOS) Doppler ion velocity,

which can infer large to small-scale plasma motions (Nishitani et al., 2019). Figure

1.3 shows SuperDARN ion drift measurements during the 2015 St. Patrick’s Day

storm (Chapter 5). Large ion velocities on the order of 1000m s−1 are present, indi-

cating strong ion flows. The concurrent large ion velocity with enhanced aurora leads
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Figure 1.2: THEMIS ASI observations on 2010-02-16. Adapted from Gabrielse et al.
(2021).

to a disturbed neutral atmosphere and increased variabilities (Chapter 5).

Incoherent Scatter Radar (ISR) also monitors the ionosphere with a range-

resolved picture. ISR provides essential local electron density measurement and drift

velocity derived from the scattered power spectrum. Figure 1.4 shows the Field-Of-

View (FOV) of Poker Flat ISR (PFISR) with altitude dependence. PFISR contin-

uously measures electron density and ion velocity since 2007, providing an essential

data source for both statistical and case studies of the ionosphere.

I-T system reacts to magnetospheric energy deposition and tends to “balance”

the input energy through dynamical and (photo-)chemical adjustments (Tian et al.,

2008; Bharti et al., 2018). Li et al. (2019b) points out that NO cooling has a good

correspondence with the magnetic storm. During the 2005-05-15 magnetic storm, NO

cooling derived from Thermosphere Ionosphere Mesosphere Energetics and Dynam-
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Figure 1.3: SuperDARN LOS ion drifts on 2015-03-17. Adapted from Shi et al.
(2022).
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Figure 1.4: FOV of PFISR. The contours mark the radar’s FOV at 100 km, 200 km,
300 km, and 400 km altitude. Courtesy Advanced Modular ISR website.
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ics (TIMED)/Sounding of the Atmosphere using Broadband Emission Radiometry

(SABER) responds globally to the geomagnetic storm within 2 h after the onset of

the main phase, with the most significant NO cooling increase occurring at the middle

and low latitudes. This study indicates that the energy gained from the enhanced

magnetic activity at high latitudes can be released via radiative cooling processes

globally (Qian et al., 2010). Li et al. (2018) states that dynamic cooling (adiabatic

cooling and horizontal/vertical advection) has the quickest responses and redistributes

heat over the globe. The adiabatic processes are essential in redistributing the energy

within the I-T system and changing the wind and circulation patterns.

On the other hand, GWs manifest their signals in various observations as

spatial and temporal oscillations. Yue et al. (2022) shows satellite-based imaging

observations from Geostationary Operational Environmental Satellites (GOES)/Ad-

vanced Baseline Imager (ABI) after the La Soufriere volcano eruption. The volcanic

plume peaked at around 20 km, reaching the stratosphere. A close correlation between

convective overshooting of the tropopause by 1 km to 3 km and concentric GWs in

nightglow at 85 km has been established. Global Navigation Satellite System (GNSS)

Total Electron Content (TEC) maps also demonstrate the ionospheric disturbances

resulting from the volcano eruption. Figure 1.5 shows observations from ABI (left)

and GNSS (right), where small-scale disturbances of the I-T system are discernable.

1.2 Numerical Models

Numerical simulation is performed to assist the understanding and explanation

of observations. Numerical models are generally divided into physics-based models

and statistical/empirical models. In addition, data assimilation models are developed

to bridge the gap between models and observations. The principles of data assimila-
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Figure 1.5: (Left) GOES-16 ABI infrared observations of the volcanic plume on
2021-04-11. (Right) Two-dimensional filtered GNSS TEC maps with the Butter-
worth band-pass filtering (10min to 30min) after the La Soufriere volcanic eruption.
Adapted from Yue et al. (2022).

9



tion models are usually certain types of Gaussian statistics, and they are characterized

as statistical models in this dissertation.

Physics-based models which self-consistently solve the I-T system can be fur-

ther divided into two sub-groups: whole atmosphere models and I-T models. Whole

atmosphere models refer to the models which solve the first-principle equations of

neutral and charged particles in the whole altitude range from the ground to the

thermosphere. The physical processes solved in whole atmosphere models usually

include continuity, momentum, and energy equations of both ions and neutral par-

ticles. Chemical and photochemical reactions are also important parts of the whole

atmosphere system. Some famous examples include Whole Atmosphere Community

Climate Model with thermosphere and ionosphere extension (WACCM-X) (Liu et al.,

2010), Whole Atmosphere Model with Ionosphere, Plasmasphere, Electrodynamics

(WAM-IPE) (Akmaev et al., 2008), and Ground-to-topside model of Atmosphere

and Ionosphere for Aeronomy (GAIA) (Jin et al., 2011). The most significant ad-

vantage of whole atmosphere models is that all the atmospheric waves are resolved

self-consistently in the model, and the atmospheric wave propagation can be fully

captured from the lower atmosphere to the upper atmosphere. However, due to the

entire altitude range being solved, whole atmosphere models usually require large

amounts of computing resources.

On the other hand, I-T models focus more on the I-T region (100 km to

600 km), and they are relatively computationally efficient compared to whole atmo-

sphere models. I-T models also solve the motions of ions and charged particles and

the energy transfer. They usually use a simplified set of chemical and photochemical

reactions dominant in the I-T region. Performing control simulations in I-T models

is relatively more straightforward than in whole atmosphere models since imposing

variations at the lower boundary is straightforward. With the imposed variations, we
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can then study the model evolution by performing such “forced” simulations. The

shortage of I-T models is that for GW studies, manually placing GW seeding at the

lower boundary is usually necessary since GWs cannot be generated spontaneously

in the I-T region. The GW propagation in the I-T region is affected by the GW

source. Therefore, the similarity to observations is determined mainly by the form

of artificial GW seeding placed at the lower boundary. Some most widely used I-

T models are Thermosphere Ionosphere Electrodynamics General Circulation Model

(TIEGCM) (Richmond et al., 1992; Qian et al., 2014) and Global Ionosphere Ther-

mosphere Model (GITM) (Ridley et al., 2006; Deng et al., 2008).

TIEGCM is a global 3-D numerical model that simulates the coupled I-T

system from 97 km to 600 km using a hydrostatic assumption. It self-consistently

solves the fully coupled, nonlinear, hydrodynamic, thermodynamic, and continuity

equations of the neutral gas, the ion and electron energy and momentum equations,

the ion continuity equation, and neutral wind dynamo (Richmond et al., 1992; Qian

et al., 2014). It has been used to study various I-T phenomena, including geomag-

netic storms (Lei et al., 2011), pre-reversal enhancements (Fesen et al., 2000), and

annual ionospheric variations (Zeng et al., 2008). Developments of TIE-GCM since

Richmond et al. (1992) include the extension of the upper boundary to higher alti-

tude, variable tidal inputs (Hagan et al., 2001), improvements to the electro dynamo

calculations (Richmond and Maute, 2014), revision of solar irradiance and photo-

electron inputs (Solomon and Qian, 2005), modification of the upper boundary heat

flux (Lei et al., 2007), application of variable eddy diffusivity at the lower bound-

ary (Qian et al., 2009), revisions to auroral precipitation inputs (Emery et al., 2008)

and background (nighttime) ionization rates, and inclusion of the Weimer potential

model (Solomon et al., 2012). The current version of TIEGCM is 2.0, which has two

standard resolutions: 5◦ × 5◦ × 1/2 scale height and 2.5◦ × 2.5◦ × 1/4 scale height.
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Dang et al. (2018) incorporates a high-resolution configuration of TIEGCM up to

0.625◦× 0.625◦ horizontally and Cai et al. (2022) further extended the model upward

to higher altitudes (over 1000 km) to study the magnetic storm impacts on the I-T

system.

GITM is a non-hydrostatic model which solves the I-T system with adjustable

grids in latitudes and altitudes. GITM explicitly solves for the neutral densities of

O, O2, N(2D), N(2 P), N(4 S), N2, NO, H, and He; and ion species O+(4 S), O+(2 D),

O+(2 P), O2
+, N+, N2

+, NO+, H+, and He+. A second-order flux-limited transport is

used in the horizontal advection. The explicit advection solver enforces the numerical

stability with a small model time step of 2 s. The neutral-neutral friction term, the

heat conduction, and the viscosity terms are solved using an implicit scheme in the

vertical direction. The chemistry in GITM is solved using a sub-cycling technique

(Ridley et al., 2006). The non-hydrostatic effect is studied in Deng et al. (2008) by

increasing Joule heating within a short period, and the results show that the vertical

pressure gradient force can locally be 25% larger than the gravity force, resulting in

a significant disturbance away from hydrostatic equilibrium.

Physics-based models sometimes use empirical formulae where the detailed

physical processes are not clearly understood or the actual processes are too compu-

tationally expansive to be implemented in global models. For example, the Weimer

(2005) model is an empirical electric field model derived using two years of Dynamics

Explorer (DE) 2 electric field measurements to provide statistical patterns of high-

latitude electric fields. It estimates large-scale electric fields that successfully capture

the variations of electric field magnitudes with magnetic activity levels. However,

although the Weimer model gives reasonable estimates of the electric field in general,

it tends to give overly smoothed electric field patterns. The missing variations of

mesoscale to small-scale structures often lead to deviation from real-time observa-
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tions.

To reduce the discrepancies between empirical models and actual observations,

data assimilation techniques are developed like Assimilative Mapping of Ionospheric

Electrodynamics (AMIE) (Richmond and Kamide, 1988; Richmond, 1992). AMIE

is an optimally constrained, weighted least-squares fitting procedure of electric po-

tential distribution to diverse types of atmospheric observations. The data fitting is

carried out in two steps. In the first step, AMIE assimilates the height-integrated

Pedersen and Hall conductances by modifying statistical auroral conductance models

(Fuller-Rowell and Evans, 1987) with direct and indirect observations. In the second

step, AMIE combines all available data related to electric fields (such as radar and

satellite measurements of ion drifts) and currents (such as magnetic field perturba-

tions observed on the ground and in space) to obtain an optimal linear estimation of

electric potential over the high-latitude ionosphere (Lu, 2017). Future developments

of AMIE are pursued by reformulating the Best Linear Unbiased Prediction (BLUP)

problem presented in Richmond and Kamide (1988) into a Bayesian estimation prob-

lem (Matsuo et al., 2005) under the Gaussian distribution assumption of electrody-

namic variables. A Bayesian perspective clarifies the critical role of the covariance

function in modeling Gaussian processes, thus a better estimation of covariance func-

tions from SuperDARN ion drift (Cousins et al., 2013), DMSP particle precipitation

(McGranaghan et al., 2015), and Iridium magnetic perturbation (Cousins et al., 2015)

lie in the center of modeling high-latitude electric fields (Matsuo, 2020). An end-user

product of such AMIE extensions is Assimilative Mapping of Geospace Observa-

tions (AMGeO), which provides estimates of electric potential, Hall and Pedersen

conductances, and FACs using concurrent SuperDARN, SuperMAG, and AMPERE

measurements.

However, both empirical and physics-based models are far from reproducing

13



all observations. For example, Stasiewicz and Potemra (1998) found that FAC varies

from several µA to hundred µA when horizontal sizes vary from 500 km down to sub

km scale. Such large deviations at small scales from large scales are never reproduced

in model studies. Localized strong FACs might also lead to neutral dynamical re-

sponses like neutral density variations (Luhr et al., 2004), further impacting the mid-

to-low latitude atmosphere through Traveling Atmospheric Disturbances (TADs).

The reasons for the discrepancies come from two aspects. One is because

empirical models could only give large-scale climatological structures, which tend to

underestimate the actual observations for specific cases. For example, the Weimer

model predicts a Joule heating rate of 15mWm−2 during storm time, which is below

the typical observations of 100mWm−2 (Huang and Burke, 2004), and an extreme

case has been detected to exceed 170mWm−2 (Knipp et al., 2011). The essential point

for resolving such underestimations is incorporating observations into the model as

the high-latitude drivers.

The other aspect is due to the scale dependency of the I-T process. Since the

atmosphere is a highly nonlinear system, small-scale structures are not simply super-

imposed onto large-scale structures. The interaction between small- and large-scale

processes leads to energy transfer between small and large scales (Charney, 1971).

Joule heating rate is larger when small-scale features are considered (Lu et al., 1998a).

While mean electric fields are usually used for calculating Joule heating in models,

electric field variabilities also have comparable contributions to the Joule heating as

mean electric fields (Codrescu et al., 2000). Missing electric field variabilities will lead

to underestimations of Joule heating and energy budget (Deng et al., 2009). More-

over, the intrinsic multi-scale nature of GWs further complicates the cross-coupling

picture by introducing ways of wave-wave and wave-mean interactions (Liu et al.,

2014). Therefore, increasing the model resolution to simulate space weather more
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realistically has equal importance.

1.3 From Large to Small Scales

Satellite and ground-based observations demonstrate multi-scale structures in

high-latitude drivers (i.e., auroral precipitation, electric field, and FAC). Luhr et al.

(2015) studied the scale dependency of FACs and found that FACs on the order of

1.5◦ are stable for 1min while those with sizes below 0.1◦ have a persistent time of no

more than 10 s. A similar conclusion for auroral particle precipitation is also obtained

by Humberset et al. (2017). Rocket measurements suggest that the effects of electric

field variabilities of small-scale contributions to the heating can be more than a factor

of 2 greater than the mean field contribution (Hurd and Larsen, 2016).

Figure 1.6 shows the multi-scale magnetospheric energy deposition processes

from large scales over 1000 km down to kinetic scales of 1m (Nishimura et al., 2021a).

In the leftmost figure, statistical models give smooth large-scale (1000 km) averages of

auroral precipitations. In real-time, the THEMIS ASI network depicts rich mesoscale

(10 km to 100 km) precipitation structures during a substorm. Narrow FOV im-

ages show even smaller scale (10 km) structures and conductance gradients. In the

rightmost figure, kinetic simulations predict turbulent structures of the ionospheric

densities at a sub-meter scale, even though it is not observed so far. The aurora and

corresponding change of ionospheric conductances and densities manifest in scale-

dependent spatial structures, with each view demonstrating a completely different

physical picture. The mesoscale, small-scale, and kinetic-scale structures can have

comparable or larger magnitudes than those at larger scales, and thus those poten-

tially affect larger-scale dynamics. From the perspective of modeling the multi-scale

I-T processes, while the large-scale enhancement in the magnitude of aurora can be
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captured in most models, the local structures of auroral activities are generally not

reproduced.

In the other direction, atmospheric waves continuously transport energy and

momentum upward into the I-T region, leading to disturbances of various scales. Fig-

ure 1.7 shows the vertical wind from a Whole Atmosphere Community Climate Model

(WACCM) simulation indicative of GW activities at four representative heights:

tropopause, stratosphere, mesosphere, and lower thermosphere (Liu et al., 2014).

GWs resulting from a tropical cyclone appear as concentric ring patterns at low lat-

itudes. With increasing altitudes, the horizontal extent and amplitude of the GWs

grow, leading to more apparent wave structures at higher altitudes. Apart from the

perturbations associated with the tropical cyclone, many other concentric GWs arise,

likely due to deep convection. The growth of GWs from small to large scales is one

of the critical cross-scale coupling processes. Such cross-scale processes are essential

sources of variabilities in the I-T region.

Techniques assisting high-resolution model simulations are developed for at-

mospheric modeling studies. Wang et al. (1999) developed Thermosphere Ionosphere

Nested Grid (TING) model, a nested-grid extension to Thermosphere Ionosphere

General Circulation Model (TIGCM), to study the mesoscale and cross-scale I-T pro-

cesses. GITM with local refinement (GITM-R) adopted a similar approach, which

solves regional high-resolution dynamic evolutions in GITM (Zhao et al., 2020). Re-

cently, a new dynamical core, Spectral Element (SE), was implemented in WACCM-X

(Liu et al., 2022a), which employs a quasi-uniform cubed sphere grid (Lauritzen et al.,

2018). Unlike orthogonal structured meshes used in other models with decreasing ar-

eas near the polar region, which places a singularity issue including TIEGCM and

GITM, the cubed sphere grid addresses the polar singularity issue. The SE dynam-

ical core further enables simulations at much higher horizontal resolutions. Other
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Figure 1.6: Illustration of multiscale processes. From left to right: (1000 km) large-
scale statistical precipitating electron energy flux distribution from Oval Variation,
Assessment, Tracking, Intensity, and Online Nowcasting (OVATION)-SuperMAG;
(10 km to 100 km) instantaneous precipitating electron energy flux distribution in
the nightside using THEMIS ASIs; (10 km) instantaneous small-scale Pedersen con-
ductance distribution derived from narrow FOV imaging; (1m) kinetic simulation of
ionosphere density. Adapted from Nishimura et al. (2021a).
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Figure 1.7: WACCM simulation results on February 4 at 21:00:00. (a–d) Vertical
winds at 208 hPa (11 km), 10 hPa (30 km), 2.4×10−3 hPa (87 km), and 2.6×10−4 hPa
(100 km), respectively. (e-f) Zonal and meridional winds at 2.6× 10−4 hPa. Adapted
from Liu et al. (2014).

whole atmosphere models like WAM-IPE and GAIA use a spectral dynamical core

to solve the atmosphere in different wavelengths (Akmaev et al., 2008; Jin et al.,

2011). Instead of solving equations in a geographic grid, the spectral method refor-

mulates the problem in the frequency domain and calculates the time evolutions of

each wavelength.

1.4 Science Questions

Based on the discussions above, we raise the following science questions in

terms of the downward and upward coupling processes:

1. How does the I-T system respond to multi-scale magnetospheric energy depo-

sition?

2. How does the I-T system respond to lower-atmosphere forcing?

1.5 Objectives

We try to answer the above science questions using numerical models. Specif-

ically, we perform the following efforts to untackle the science questions:
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1. Develop a multi-resolution data assimilation model to quantify magnetospheric

energy deposition. Then use this new data assimilation method to assist I-T

simulations using TIEGCM.

2. Develop nested-grid TIEGCM to study GW propagations in the I-T system.

Regarding data assimilation methods that digest real-time observations with

historical information, several existing models provide dynamic evolutions of high-

latitude electrodynamic processes like AMIE. They usually provide realistic varia-

tions due to the data fusion procedure that uses actual observations to constrain the

model. However, the fitting resolution is still a big restriction to the model in the

smallest resolvable scale. AMIE has a resolution of 10◦ in longitude and 2◦ in lat-

itude, which can resolve large-scale auroral structures and ion flows. However, the

Magnetosphere-Ionosphere-Thermosphere (M-I-T) coupled system embraces a vari-

ety of critical medium-to-small-scale electrodynamic processes below the resolution

resolvable by AMIE. For example, during an expansion phase of a substorm, the au-

roral structure with scales more minor than 500 km contributes to 50% of the total

energy flux. Mesoscale auroral processes such as poleward moving auroral forms, polar

cap patches, auroral arcs, and streamers can give feedback to the large-scale dynam-

ics and impose net effects on the global distribution of electron densities (Gabrielse

et al., 2021). The electric fields at the polar cap and auroral region exhibit cross-scale

power spectra from planetary scales down to 0.5 km (Golovchanskaya and Kozelov,

2010a; Kozelov and Golovchanskaya, 2006), which lead to the deviation from the

global large-scale two-cell ion convection pattern (Cousins and Shepherd, 2012a,b).

Small-scale electric fields have often been observed and found to impact the energy

budget during magnetic storms (Codrescu et al., 1995; Cosgrove and Codrescu, 2009).

All these processes will change the evolution of the I-T system and lead to enhanced
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spatial and temporal variabilities.

A straightforward idea to extend AMIE to high resolutions is by increasing the

number of basis functions used in AMIE. But the overfitting problem takes over the

benefit of high resolutions at some point. From the point of inverse problems, AMIE

retrieves global electric fields out of scattered electrodynamic measurements through

matrix calculations (Matsuo, 2020). Due to the relatively complex covariance function

used in AMIE to describe the spatial correlation, the internal mathematical structure

of AMIE has a very high dimension, and the size of the inverse problem grows as the

square of the number of basis functions. To increase the resolution of AMIE to 2◦ in

longitude by 1◦ in latitude, the number of basis functions grows by 10 times, and the

size of the problem grows by 100 times. The fitting procedure will likely fail when

directly applied to a problem 100 times larger. The mathematical reason for this

vulnerability is that the algorithm for inverting a matrix of relatively small sizes is

different from the algorithm for inverting a huge matrix. Therefore, new algorithms

must be introduced to extend data assimilation methods to high resolutions.

The current physics-based models are also insufficient in studying mesoscale to

small-scale phenomena. Nyquist theorem states that the minimum resolved scale of

the model is twice the grid size. Thus, for standard TIEGCM configuration of a global

uniform 2.5◦ grid, the resolvable atmospheric waves are at least 5◦ ≈ 500 km. Wang

et al. (1999) pointed out that a fine grid could provide more small-scale structures

of the auroral precipitation and resolve more electro- and neutral dynamic structures

than a coarse grid. High resolution is even more critical for atmospheric GW studies

since small-scale waves will be damped in coarse grids (Fritts and Alexander, 2003).

Extending current models to high resolutions is a critical requirement for GW-related

studies.

But there are challenges regarding the costs and outcomes of extending physics-
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based models to high resolutions. The computation grows as the number of grid

points increases to perform global model simulations. For example, a global TIEGCM

simulation with uniform 2.5◦ horizontal grid and 57 vertical grids takes about 5 CPU

hours to finish 1 model day at a time step of 30 s. For a high-resolution simulation at a

uniform 0.625◦ grid and double the number of vertical grids, the computation increases

to 160 CPU hours. What further increases the computation is the requirement for

numerical stability that the Courant number must be smaller than 1 (Durran, 2010).

The time step of high-resolution simulations must decrease to seconds and sub-seconds

to stay stable. For a typical TIEGCM simulation with a horizontal resolution of

0.625◦, the time step has a maximum of 5 s. This leads to the total time cost going

up to nearly 1000 CPU hours. The drastic increase in computational cost prohibits

the general application of global high-resolution simulations.

However, considering practical uses, global high-resolution simulations provide

much more information that can be used directly. For example, observations usually

prefer spatial distributions: high-resolution observations often occur in a restricted

region, while low-resolution observations exist globally. This uneven spatial distri-

bution suggests we design a model simulation domain according to observations. It

would save a lot of computation if we could increase the resolution in certain regions

while keeping the global simulation in low resolutions. Such a hybrid-grid approach

to physics-based modeling is achieved in other models like Weather Research and

Forecasting model (WRF); the remaining problem is adapting this approach to I-T

models.
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1.6 Outline

This dissertation starts with a mechanism study of a significant temperature

enhancement at the lower thermosphere observed by an Fe Boltzmann lidar at Mc-

Murdo, Antarctica (Chu et al., 2011). The repeated observations on 2011-05-02 and

2011-05-28 indicate standard underlying physical processes, which turned out to be

associated with localized auroral precipitation and electric field activities. Local au-

rora and electric fields lead to significant Joule heating deposited at the E region

altitude. The thermodynamic term analysis indicates that the combined effect of

Joule heating, adiabatic cooling, and vertical advective heating leads to the vertical

temperature structure as observed (Chapter 2).

However, our method in the data processing step on aurora and electric fields

(Section 2.2) is imperfect. Neglecting spatial correlation causes strong discontinuity

and artificial perturbations to the model (Section 2.6). This shortage leads us to

consider further a “better” tool to analyze the multi-scale processes coherently. In

Chapters 3-4, we introduce a new data assimilation method based on a Gaussian

process model to synthesize auroral data and ion drift measurements from different

sources. This method incorporates the spatial covariance structure and the measure-

ment error to estimate the actual field and provide predictions and quantified un-

certainties, eliminating the spatial inconsistency in Chapter 2. With high-resolution

modeling, the large-scale and mesoscale structures remain in the assimilation result.

As a by-product, scale analysis of aurora and electric fields can also be achieved using

this method. Chapter 5 talks about the local and global I-T impacts of the 2015

St. Patrick’s Day storm (2015-03-17) using TIEGCM and the newly developed data

assimilation method. In this study, the data assimilation method also significantly

impacts spatial and temporal variabilities in the I-T region.
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A nested-grid extension of TIEGCM is developed to extend the capability of

physics-based models to study atmospheric processes from large to medium and small

scales. Specifically, the GW activities in the I-T region during the 2022-01-15 Tonga

volcano eruption are studied in detail, including their impacts on the ionosphere

(Chapter 6). The analysis indicates that the resolution is one of the most critical

factors affecting GW propagations in the I-T system.

Based on the science questions and methodologies discussed above, we sum-

marize the main points of this dissertation:

1. Study the mechanism of the temperature enhancement at the lower thermo-

sphere and identify the local auroral precipitation and sub-grid scale electric

field as the dominant factor (Chapter 2).

2. In retrospect, the shortage of Chapter 2 is discussed in Section 2.6, which leads

to the motivation of developing a new data assimilation method to study aurora

and electric field (Chapters 3-4) and apply it to a geomagnetic storm study

(Chapter 5). The local and global impact resulting from the enhanced aurora

and electric fields are examined quantitatively.

3. Develop a nested-grid extension of TIEGCM to study GW propagation in the

I-T system and identify one of the essential factors affecting GW propagations

as the model resolution (Chapter 6).

4. Chapter 7 summarizes the conclusions and briefly describes possible future sci-

entific projects.
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Chapter 2

Studying the Importance of

Mesoscale Aurora and Electrical

Fields during Geomagnetic Storms

A dramatic Thermospheric Temperature Enhancement and Inversion Layer

(TTEIL) was observed by the Fe Boltzmann lidar at McMurdo, Antarctica, during a

geomagnetic storm (Chu et al., 2011). TIEGCM driven by empirical auroral precip-

itation and background electric fields cannot adequately reproduce TTEIL. We in-

corporate DMSP/SSUSI auroral precipitation maps, which capture the regional-scale

features into TIEGCM and add subgrid electric field variability in the regions with

intense auroral activity. These modifications enable the simulation of neutral temper-

atures closer to lidar observations and neutral densities closer to Gravity Recovery

and Climate Experiment (GRACE) satellite observations (475 km). The regional

scale auroral precipitation and electric field variabilities are both needed to generate

intense Joule heating that peaks around 120 km. The resulting temperature increase

leads to the change of pressure gradients, thus inducing a horizontal divergence of
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airflow and large upward winds that increase with altitude. The adiabatic cooling

is associated with the upwelling wind, gradually increasing with altitude and peak-

ing at 200 km. The intense Joule heating around 120 km and strong cooling above

result in differential heating that produces a sharp TTEIL. However, vertical heat

advection broadens TTEIL and raises the temperature peak from 120 km to 150 km,

causing simulations to deviate from observations. Intense local Joule heating also

excites TADs that carry TTEIL signatures to other regions. Our study suggests the

importance of including fine-structure auroral precipitation and subgrid electric field

variability in modeling storm-time I-T responses.

2.1 Introduction

Magnetospheric energy is dissipated in the I-T region through Joule heating

and particle precipitation (Cole, 1975). Most of the energy from the convergence of

Poynting flux results in Joule heating (Knipp et al., 2004; Richmond and Thayer,

2000; Thayer et al., 1995; Thayer and Semeter, 2004), while auroral particle precip-

itation heats the atmosphere directly through collision and indirectly by increasing

conductivity and thus Joule heating. The frictional collisions between ions and neu-

trals cause temperature enhancement and subsequent pressure divergence, leading to

upward neutral motions. Furthermore, Lorentz force accelerates neutrals by trans-

ferring momentum from fast-moving ions (Mikkelsen et al., 1981). During periods

of intense geomagnetic activity, both auroral precipitation and electric fields are el-

evated, leading to enhanced energy deposition in the I-T region (Deng et al., 2011;

Fuller-Rowell et al., 1987; Heppner et al., 1993; Wang et al., 2005). For instance, the

localized extreme Poynting flux has been detected to exceed 170mWm−2 by DMSP

spacecraft with substantial temporal and spatial variability in the auroral zone (Knipp
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et al., 2011). Although the Weimer statistical model predicts a peak Joule heating

rate of 15mWm−2 (Weimer, 2005), satellite observations have revealed that the lo-

calized Earth-directed Poynting fluxes can be several times larger during magnetic

storms (Huang et al., 2016; Huang and Burke, 2004).

However, such localized energy deposition and its effects are difficult to capture

in the I-T models driven by empirical high-latitude inputs because those drivers are

usually obtained from statistical auroral maps (Hardy et al., 1985; Newell et al., 2009)

and electric convection patterns (Heelis et al., 1982; Weimer, 2005). The statistical

auroral maps usually miss localized features in the resolved grids, and convection

patterns usually miss subgrid temporal and spatial variabilities (Cosgrove et al., 2011;

Matsuo and Richmond, 2008). To reduce the gap between observations and statistical

models, data assimilation methods such as AMIE (Richmond, 1992; Richmond and

Kamide, 1988) have been developed to synthesize available observations into coherent

patterns to provide more realistic electric fields. However, even with data assimilation

techniques, comparisons of AMIE outputs with the direct observations still show

significant discrepancies (Cosgrove et al., 2009; Cosgrove and Codrescu, 2009).

It has been shown that electric field variability has an equal contribution to

Joule heating as the mean electric field (Codrescu et al., 2000), and therefore, omit-

ting electric field variability causes a significant underestimation of Joule heating in

the models (Codrescu et al., 1995, 2008; Deng et al., 2009; Matsuo and Richmond,

2008). Since Joule heating is the dominant heating source in the polar region during

storm times, the underestimation of Joule heating leads to an underestimated global

heating budget, further influencing the calculation of global circulation. Emery et al.

(1999) introduced a parameterized way of accounting for the missing contribution

from subgrid electric field variabilities in TIEGCM by multiplying Joule heating by

a factor of 1.5 globally, which effectively increases the global Joule heating budget to
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a reasonable level but neglects the spatial distribution of electric field variabilities.

Satellite and ground-based observations have found that large electric field variabili-

ties occur mainly in the auroral zone (Cousins and Shepherd, 2012a,b; Matsuo et al.,

2003). By analyzing plasma drift measurements obtained from the DE 2 mission,

Matsuo et al. (2003) found that the electric field variability exceeds the magnitude

of the mean electric field in the polar area. Cousins and Shepherd (2012a) statisti-

cally studied small-scale electric field variabilities on spatial scales between 45 km and

450 km and temporal scales between 2min and 20min using 4 years of SuperDARN

LOS ion drift measurements. They found that the small-scale variability shows spa-

tial distribution correlated with the gradient in the background plasma drift, likely

originating from small-scale magnetospheric turbulences. Note that the mean spatial

scale they studied (225 km) is comparable to the typical resolution of I-T models.

Cousins and Shepherd (2012b) further examined the distribution of electric field tem-

poral and spatial variabilities, which peak in the auroral region under negative IMF

Bz and in winter times.

The motivation of this work originates from the large neutral thermospheric

temperature elevation in the E region altitude detected by an Fe Boltzmann lidar

(Chu et al., 2002) at McMurdo (77.8◦S, 166.7◦E), Antarctica around 15:00:00 during

the 2011-05-28 storm event (Figure 2c in Chu et al. (2011), replotted as Figure 2.1a in

this paper). The storm resulted from the passage of two Interplanetary Coronal Mass

Ejections (ICMEs), both with clear magnetic cloud signatures (Chi et al., 2018), and

was accompanied by strong auroral activity as shown in the Auroral Electrojet (AE)

index. The IMF Bz southward fields from ICME joined in an interaction region that

passed Earth from 13:00:00 to 14:30:00. The IMF Bz was southward from 06:00:00

to 15:00:00 during which the Kp index was 6 and Symmetric Disturbance Field in H

component (SYM-H) index dropped to about −100 nT (Figures 2.1b-e). Compared
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to NRLMSISE-00 model (Picone et al., 2002), the storm-time neutral temperature

profile was dramatically elevated with a maximum increase of 550K at 134 km (Chu

et al., 2011). This leads to a local temperature peak in altitude and the formation of

a neutral TTEIL at E region altitudes, defined as the structure showing temperature

increase and then decrease with altitude.

Most storm studies have been dedicated to investigating the responses of iono-

spheric parameters such as ion drifts and electron densities (Lu et al., 2008, 1998b)

or neutral density and wind variations in the upper thermosphere (Forbes et al.,

2005; Lei et al., 2010; Sutton et al., 2005). A few studies have reported the storm

effects on neutral temperatures in the mesosphere and lower thermosphere, which

cause perturbation of tens of K (Fagundes et al., 1996; Lastovicka, 1996; Liu et al.,

2018c; Li et al., 2018, 2019a; Yuan et al., 2015). Intriguingly, such tremendous neu-

tral temperature elevation is present at E region altitudes (110 km to 150 km) with

an associated inversion layer. Furthermore, another event with a similar temperature

enhancement and inversion layer, but somewhat a smaller magnitude, was observed

by the same Fe Boltzmann lidar at McMurdo on 2011-05-02 (Chu et al., 2011). There-

fore, such thermospheric enhancement and inversion at E region altitudes may not

be rare in the neutral atmospheric responses to storms. On the other hand, even

though the I-T models with statistical high-latitude drivers provide fair predictions

of the medium- and large-scale storm-time dynamics in the upper atmosphere, none

of them can simulate TTEIL seen in the local lidar observations, which challenges our

understanding and modeling of the M-I-T coupling processes. To investigate these

features, we implement the auroral precipitation maps from SSUSI observations on-

board DMSP satellites and incorporate the electric field variability into TIEGCM

(Section 2.2). The model outputs are compared with neutral temperatures observed

by the GRACE satellite’s lidar and neutral density measurements. By pushing the
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simulation closer to observations, we aim to investigate the generation mechanism

of TTEIL in the model, the sources of local heating and cooling, and the neutral

dynamics effects (Section 2.3). Additional modeling efforts to simulate TTEIL and

the limitations of this work are discussed in Section 2.4.

Figure 2.1: (a) The vertical profile of temperatures for 1 h integration around 15:00:00
measured by the lidar (replotted from Figure 2c in Chu et al. (2011)). (b-e) Geomag-
netic indices showing IMF, AE, SYM-H, and Kp, respectively, on 2011-05-28.
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2.2 Model, Data, and Methodology

2.2.1 Model Setup

This study uses TIEGCM version 2.0, which has a horizontal resolution of 2.5◦

in latitude and longitude and a vertical resolution of 1/4 scale height. TIEGCM is

a global 3-D numerical model that simulates the coupled thermosphere/ionosphere

system from 97 km to 600 km altitude. It self-consistently solves the fully coupled,

nonlinear, hydrodynamic, thermodynamic, and continuity equations of the neutral

gas, the ion and electron energy equations, the O+ continuity equation and ion chem-

istry, and the neutral wind dynamo (Qian et al., 2014; Richmond, 1995; Richmond

et al., 1992; Roble et al., 1987, 1988). The lower boundary tides are derived from

a linear atmospheric model assimilated with TIMED SABER and TIMED Doppler

Interferometer (TIDI) observations (Wu et al., 2012; Yamazaki et al., 2014). The

time step of TIEGCM simulation is 30 s. Diagnostic outputs are saved every minute.

One of the essential high-latitude drivers for the I-T model is the electric field

(or electric potential) mapped down from the magnetosphere. AMIE is designed to

assimilate observational data from various sources to provide a more realistic high-

latitude electric field convection pattern (Knipp et al., 1993; Lu et al., 1995; Ridley

et al., 1998), which is used in this study to drive TIEGCM. The data assimilated

in AMIE for this event include magnetic field perturbations from 265 ground-based

magnetometers (197 in Northern Hemisphere, 68 in Southern Hemisphere) through

SuperMAG network (Gjerloev, 2009, 2012) and from Iridium satellite magnetome-

ters through AMPERE project (Anderson et al., 2008, 2014). LOS ion drifts from

SuperDARN (Chisham et al., 2007; Greenwald et al., 1995) and auroral particle pre-

cipitation measured by Special Sensor J (SSJ) instrument onboard DMSP F16, F17,

and F18 satellites (Kadinsky-Cade et al., 2004) are also used.
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2.2.2 Incorporating DMSP/SSUSI Observations Into TIEGCM

Auroral Precipitation Maps

Another high-latitude driver for TIEGCM is auroral precipitation, obtained

through AMIE fitting procedure. Assuming Maxwellian distributions, auroral precip-

itation can be described by two key parameters: mean energy (Em) and energy flux

(ΦE) (Rees and Luckey, 1974; Robinson and Vondrak, 1985; Roble and Ridley, 1987).

ΦE and Em in TIEGCM/AMIE describe the enhancement of aurora during storm

times, but underestimation of auroral activity still exists. Figure 2.2 shows an exam-

ple of the comparisons of ΦE and Em between TIEGCM/AMIE and DMSP/SSUSI

observations around 11:55:00. Comparing Figures 2.2a1-a2 with 2.2b1-b2, the po-

sition of the auroral oval is reasonably captured, but its magnitude is significantly

underestimated, and regional structures are not resolved.

To mitigate the underestimation of auroral precipitation in TIEGCM for this

study, we modify the auroral maps in TIEGCM according to SSUSI observations. We

use auroral EDR data (Paxton et al., 1992), which contain ΦE and Em derived from

the observed spectral intensities. For the 2011-05-28 event, three DMSP satellites

(F16, F17, and F18) were taking measurements, and therefore, they are all used.

The raw ΦE and Em data of each swath are provided in 2-D Magnetic Latitude

(MLAT)/Magnetic Local Time (MLT) grids with excellent resolution (0.1◦MLAT ×

0.01 hMLT). The number of data samplings from all three satellites over each MLAT/MLT

grid for the period of 2011-05-27 to 2011-05-29 is shown in Figure 2.3a. This polar

map indicates the coverage of satellite observations. The satellites passed most of

the region on the night side for more than 70 times while missing the dayside sector

to a large extent. To take advantage of the available observations and fill up the

observational gaps, we combine observations and the model as follows:
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Figure 2.2: (a1-c1) auroral maps of ΦE from TIEGCM/AMIE (a1), SSUSI (b1), and
a combined map of TIEGCM/AMIE and SSUSI (c1). The plotting time is 11:55:00
for (a1) and (c1) and 11:42:00 to 12:05:00 for (b1). (a2-c2) are the same except for
Em. All plots are in MLAT/MLT coordinates.
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1. We collect SSUSI observations from all three satellites falling into each MLAT/MLT

grid to form a time series in UT, which is unevenly distributed. The red dots

in Figure 2.3b show ΦE measured by SSUSI on 2011-05-28 at 70◦S MLAT and

3MLT. We apply linear temporal interpolation in UT to project the data into

an evenly distributed time series with a time interval of 30 s to be used by the

model (black line in Figure 2.3b). Figure 2.3c shows the original ΦE observa-

tions from one satellite pass between 11:21:00 and 11:43:00, and Figure 2.3d

shows the temporally interpolated ΦE at 11:30:00, which is obtained through

interpolation from multiple satellite passes. Most polar areas are covered ex-

cept for the dayside sector, where the satellites have no passes. When temporal

interpolation happens at a time (e.g., 11:30:00 as in Figure 2.3d) close to the

time when the observation is taken (e.g., 11:21:00 to 11:43:00 shown in Figure

2.3c), the interpolated aurora (Figure 2.3d) tends to approach the observation

(Figure 2.3c) due to the proximity in time.

2. After linear interpolation, the auroral maps are converted from MLAT/MLT

coordinates to Geographic Latitude (GLAT)/Geographic Longitude (GLON)

coordinates (Figure 2.3e), which are nonuniform spatially after the conversion

and have a finer spatial resolution than TIEGCM. To obtain auroral maps

on the regular TIEGCM grids, spatial binning is performed on the geographic

coordinate by taking the average of the 20 to 30 points falling into each model

grid (Figure 2.3f), which includes both the real SSUSI observations and the

interpolated results. The Standard Deviations (SDs) of these points are also

calculated and retained for mechanism studies (Section 2.3.1). This binning

operation is performed at every interpolating time step (30 s).

3. We replace TIEGCM/AMIE auroral maps with the temporally interpolated
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and spatially binned SSUSI maps obtained after Step 2 wherever available.

For the regions where satellites do not pass (such as the dayside sector in the

polar map), we use the auroral maps from the model (TIEGCM/AMIE), which

usually occupies 20% of the overall auroral region. Using the model maps

is a reasonable approximation considering that auroral activity in the dayside

sector is generally weak (Newell et al., 2009), thus, the differences between

observations and the model are relatively small.

Figure 2.3: (a) Total sampling numbers for the satellite auroral observations mea-
sured by SSUSI from DMSP F16, F17, and F18 from 2011-05-27 to 2011-05-29, in
MLAT/MLT coordinate. (b) Linear interpolation of energy flux (ΦE) at 70◦S MLAT
and 3MLT. Red dots are observations, and the black line corresponds to the inter-
polated results with a time interval of 30 s. (c) Raw ΦE from 11:21:00 to 11:43:00
in MLAT/MLT coordinate. (d) ΦE after temporal interpolation and projected to
11:30:00. (e) ΦE in geographic coordinates after coordinate transformation. (f) ΦE

in geographic coordinates after binning to TIEGCM grids (2.5◦ in latitude and longi-
tude). (g) Original ΦE maps of TIEGCM/AMIE. (h) ΦE in TIEGCM after combining
AMIE and SSUSI.

The combined TIEGCM/AMIE and SSUSI maps are shown in Figures 2.3h,
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2.2c1-c2, which are referred to as “SSUSI-modified” auroral maps. These maps are

generated every 30 s and used as inputs to drive TIEGCM. Comparing Figures 2.3g

with 2.3h, 2.2a1 with 2.2c1, and 2.2a2 with 2.2c2, the overall position of the auroral

oval is well represented in the default model maps, while the magnitudes of ΦE and

Em are enhanced significantly and show regional-scale structures in the modified

auroral precipitation. The combination of the observed and default auroral maps is

susceptible to discontinuity at their boundaries (Figure 2.3h). We have performed

sensitivity tests on the smooth boundary by taking the running mean of the adjacent

nine grid points. The results do not show noticeable differences from the runs we

present here.

It should be noted that for any particular geophysical location where the

SSUSI-interpolated-binned map (Step 3) is available, real-time observations are still

sparse, so most data points are from the temporal interpolation (Figure 2.3b). Even

so, since the real-time continuous observations covering the whole auroral region are

unavailable, temporal interpolation is one of the simplest realizations of the auroral

variations that takes advantage of actual data information for this storm event. It

also helps maintain the regional structure of the aurora. As shown in Section 2.3, the

auroral modification improves the simulation of neutral temperatures and densities

in general.

2.2.3 Implementing Subgrid Scale Electric Field Variability

To account for the effects of subgrid-scale electric field variabilities and their

nonuniform spatial distribution, we change the Joule heating factor from 1.5 used

in the default TIEGCM runs (Emery et al., 1999) to 1 in all of our runs and intro-

duce the variability by adding a random number (E ′) to the resolved electric field
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(E0) obtained from the AMIE procedure at each time step. This is similar to the

procedure conducted in Matsuo and Richmond (2008), which treated the subgrid

variability as a stochastic process and simulated it as random numbers in numeri-

cal modeling. Cousins and Shepherd (2012a) derived the statistical distribution of

small-scale electric field variabilities, which follow a two-sided exponential distribu-

tion (exp(−|E ′|/µ)) instead of Gaussian (also seen in Golovchanskaya et al. (2006)),

where E ′ is the electric field fluctuation, and µ is the characteristic electric field vari-

ability. Cousins and Shepherd (2012b) found that the ratios of µ to the background

electric field are significant in the auroral zone (often close to 1) and minor in other

regions. Following their work, we choose the random number (E ′) from an exponen-

tial distribution exp(−|E ′|/µ) with µ equal to the local resolved electric field (E0) as

the proxy of electric field variability. To correlate the variabilities to the spatial dis-

tribution of the auroral zone, they are added only in the strong auroral precipitation

regions where ΦE is over a threshold of ΦE0 = 5mWm−2, that is,

µ(t)

E0(t)
=


0,ΦE < ΦE0

1,ΦE > ΦE0

And the overall electric field adopted in the model is E(t) = E0(t) +E ′(t). The ratio

µ/E0 and threshold ΦE0 are also adjusted by checking the temperature responses.

Generally, a larger µ/E0 and a smaller ΦE0 lead to a more significant temperature

enhancement. A smaller threshold ΦE0 value leads to a larger area where the im-

plementation of adding electric field variability is applied; a larger µ/E0 ratio means

that for the regions where electric field variabilities are added, the magnitudes of

the variabilities are larger. We choose the numbers that best reproduce the neutral

density and temperature observations while maintaining numerical stability.
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2.3 Mechanism Studies of the Strong TTEIL

Mechanism studies are conducted in two major steps. The first step covers

auroral regions (Sections 2.3.1-2.3.4), and the second step focuses on a local region

around McMurdo (Section 2.3.5).

2.3.1 Neutral Temperature Structures and Simulated TTEIL

In compliance with the modifications introduced in Sections 2.2.2-2.2.3, four

sets of TIEGCM runs with different configurations of the two high-latitude drivers

are designed and named in Table 2.1.

Run 1 (AMIE) use AMIE electric potential and auroral maps
(control run)

Run 2 (AMIE_SSUSI) use AMIE electric potential and SSUSI-modified
auroral maps

Run 3 (AMIE_varE) use AMIE electric potential and auroral maps, but
add electric field variabilities in the auroral region
according to SSUSI-modified auroral maps

Run 4 (AMIE_SSUSI_varE) use AMIE electric potential, SSUSI-modified au-
roral maps, and add electric field variabilities ac-
cording to SSUSI-modified auroral maps

Table 2.1: Name convention for each run and details

Figure 2.4a reveals the vertical profiles of neutral temperatures when and

where the most significant temperature increase and a strong TTEIL are located

(73.75◦S, 117.5◦W). We refer to this as the “primary TTEIL” to differentiate from the

relatively weak ones generated by different mechanisms (to be discussed in Sections

2.3.3 and 2.3.5). Compared with Run 1 (black line), only Run 4 (red line) produces

a significant temperature increase (600K at 150 km) and a prominent TTEIL. In

contrast, the magnitudes of the temperature increase from Runs 2 and 3 are much

smaller. The comparisons of these neutral temperature profiles imply that the en-
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hanced auroral precipitation (which increases ionization rates) and the electric field

variabilities play essential roles in elevating the temperatures at 150 km and forming

TTEIL.

Figure 2.4: (a) Vertical temperature profiles at (73.75◦S, 117.5◦W) and 12:28:00 from
four different TIEGCM runs indicated by different colors. (b-d) TTEIL structures
from Run 4 in GLAT and GLON. White dashed lines highlight the time and location
for the vertical profile shown in (a).

As described in Section 2.2.2, the SDs of auroral precipitation in terms of

ΦE and Em are calculated and stored. We incorporate the variability of auroral

precipitation into the model using the same method as that for the electric field,

except that the random numbers follow Gaussian distribution. The model tests (not

shown here) of adding subgrid auroral variability show similar vertical structures of
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neutral temperatures as the runs without adding it, which suggests that the impact of

auroral precipitation variability is minor compared with the precipitation itself. This

is expected since Joule heating is linearly related to Pedersen conductivity determined

by precipitation. The precipitation variability will likely be smoothed out with time

and space leading to a minimal net effect on the Joule heating budget (Lu et al.,

1998a).

We focus on Run 4 to demonstrate the temporal and spatial structures of

TTEIL (Figures 2.4b-d). The horizontal red stripe around 100 km to 200 km from

11:50:00 to 12:50:00 indicates that the simulated TTEIL lasts for 1 h. Starting from

11:40:00, neutral temperature enhancement is present above 120 km. After 12:00:00,

neutral temperature above 200 km starts to decrease but the enhancement between

120 km and 200 km lasts, which increases the contrast of temperatures between 150 km

and above, strengthening the magnitude of TTEIL. TTEIL magnitude is defined as

the temperature difference between the maximum temperature identified in the ver-

tical range of 100 km to 200 km and the minimum temperature above this maximum

temperature peak. We choose the time of 12:28:00 when TTEIL reaches its maximum

to examine its spatial extension (Figures 2.4c-d). The latitudinal and longitudinal

spans of TTEIL are 20◦ and 80◦, indicating that TTEIL is a large-scale phenomenon.
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2.3.2 Thermodynamic Term Analysis and TTEIL Formation

Mechanism

TIEGCM calculates neutral temperature by solving the thermodynamic equa-

tion in the dimensionless log-pressure coordinate z(= ln p0/p) with the form

∂T

∂t
=
g ez

p0Cp

∂

∂z

[
KT

H

∂T

∂z
+KEH

2Cpρ

(
g

Cp

+
1

H

∂T

∂z

)]
− v · ∇T − w

(
∂T

∂z
+
R∗T

Cpm

)
+
Q− ez Le

Cp

− LiT

(2.1)

Table 2.2 defines each letter.

T neutral temperature
g gravity constant
p0 reference pressure
Cp heat capacity in constant pressure
KT heat conduction coefficient
H scale height
KE eddy diffusion coefficient
ρ neutral density
v horizontal neutral wind vector
w vertical neutral wind = dz/dt
R∗ universal gas constant
m mean molar mass
Q other diabatic heating except for heat conduction and eddy diffusion
Le, Li diabatic cooling coefficients

Table 2.2: Definitions of each letter in the thermodynamic equation

The heating terms on the Right Hand Side (RHS) of Equation (2.1) are

grouped into six categories, summarized in Table 2.3.

All parameters on the RHS of Equation (2.1) are outputs from the model

simulation and retrieved every minute, as are their contributions to the time rate of

temperature change ∂T/∂t . Figure 2.5 reveals ∂T/∂t induced by Joule heating (QJ),

adiabatic cooling (QA), vertical heat advection (QV ), horizontal heat advection (QH),
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g ez

p0Cp

∂

∂z

(
KT

H

∂T

∂z

)
heat conduction (QC)

g ez

p0Cp

∂

∂z

[
KEH

2Cpρ

(
g

Cp

+
1

H

∂T

∂z

)]
vertical heat transfer by eddy diffusion

−v · ∇T horizontal heat advection (QH)
−w ∂T/∂z vertical heat advection (QV )
−wR∗T/Cpm adiabatic cooling (QA)
Q/Cp diabatic heating, including Joule heating

(QJ), particle precipitation, solar, and
chemical heating

− ez Le/Cp − LiT diabatic cooling

Table 2.3: Explanation of heating terms in the thermodynamic equation

and heat conduction (QC) at (73.75◦S, 117.5◦W). Joule heating is the most important

term at this location among all the diabatic heating terms when TTEIL is generated.

Other diabatic heating/cooling terms in TIEGCM, including solar radiative heating

and heating due to oxygen recombination, heat transfer by molecular diffusion, and

diabatic cooling (such as NO and O3
+ radiative cooling) are at least 1 order of mag-

nitude smaller than the major terms in the altitude of 100 km to 200 km, which are

thus ignored in the term analysis. In the long-term time scale, sometimes extending

to the recovery phase of storms, the radiative cooling such as the NO cooling is large

and important to the overall energy budget (Knipp et al., 2017; Lei et al., 2011; Li

et al., 2019b; Lu et al., 2010).

Since Joule heating results from external driving (magnetospheric perturba-

tion) and is related to electrodynamic processes, it appears much more sporadically

(Figure 2.5a) than other heating/cooling terms which involve neutral motion and

requires more inertia to change. Joule heating penetrates down to 120 km with sev-

eral intense episodes lasting for a few minutes extending from 11:40:00 to 12:40:00.

The maximum heating rate reaches over 3K s−1 at 11:50:00. This strong heating

changes the pressure gradient and leads to a horizontal divergence of airflow above
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Figure 2.5: Temperature tendency (∂T/∂t) induced by (a) Joule heating, (c) adia-
batic cooling, (e) vertical advection, (f) horizontal advection, and (g) heat conduction
at (73.75◦S, 117.5◦W) where the maximum TTEIL is found. (b) Vertical winds at the
same location. (d and h) ∂T/∂t induced by Joule heating, adiabatic cooling, vertical
advection, and horizontal advection+conduction, at 120 km and 200 km, respectively.
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120 km. The induced large upward vertical motion reaches 80m s−1 around 200 km at

12:00:00, with a time delay of 10min after Joule heating peaks (Figure 2.5b). Accom-

panying this upward motion and the resultant atmosphere expansion is the adiabatic

cooling reaching a negative maximum of −0.6K s−1 at 200 km (Figure 2.5c), con-

sistent with the altitude where the vertical upward motion is the strongest. Since

temperature peaks around 150 km, such an upward motion also transports cold air

upward below the peak, leading to cooling (up to −0.6K s−1) below 150 km. Above

the peak, this upward motion brings warm air at 150 km upward, leading to heating

(up to 0.3K s−1) at higher altitudes (Figure 2.5e). Horizontal heat advection and

heat conduction tend to be moderate most of the time and play minor roles below

250 km (Figures 2.5f-g). The time series of these heating/cooling terms at 120 km

and 200 km are shown in Figures 2.5d and 2.5h, respectively. Joule heating (red line)

is dominant at 120 km, while adiabatic cooling (blue line) becomes strong at 200 km.

Vertical advection (black line) induces cooling at 120 km, while warming at 200 km.

The effects of horizontal heat advection + heat conduction (green line) are small at

both altitudes compared to the other terms.

To further identify which heating/cooling terms dominate TTEIL, we perform

a post-processing diagnostic analysis of the temperature evolution induced by each

term on the RHS of Equation (2.1) and by various combinations of these terms. Con-

sidering the impact of an individual term, we start from zero and add up the time

integration of ∂T/∂t on fixed pressure levels only caused by this term to examine

the net temperature changes. Figures 2.6a-d show the temperature profiles by only

integrating Joule heating, adiabatic cooling, vertical heat advection, horizontal heat

advection, and heat conduction, respectively. For the different combinations of these

terms, we start from an initial temperature profile and perform similar temperature

integrations (Figures 2.6e-g). Since the intense Joule heating mainly occurs after
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11:30:00, after which the neutral atmosphere starts to respond and change dramat-

ically, we choose the temperature profile at 11:30:00 as an initial state. TTEIL is a

time-integrated result of the thermodynamic balance of heating/cooling terms; thus,

an integrated view is suitable for diagnosing their relative contribution to temperature

changes.

Figure 2.6a shows Joule heating alone is capable of producing a strong inversion

layer with temperature increases by over 2000K within 40min (from 11:50:00 to

12:30:00) and peaks around 120 km. Along with the reduced temperature induced by

adiabatic cooling peaking at 180 km (Figure 2.6b), a sharp inversion layer with a peak

around 120 km and temperature drop reaching over 1500K above the peak forms after

12:30:00 (Figure 2.6e). After accounting for the vertical heat advection (Figure 2.6c),

however, the peak altitude where the temperature reaches maximum moves up to

150 km, and the inversion layer becomes much broader and weaker (Figures 2.6f, after

12:00:00, and 2.6i). This indicates that vertical heat advection, which cools the layer

below 150 km and warms it above, cancels out the sharp temperature gradient formed

by Joule heating and adiabatic cooling in the lower thermosphere, thereby hindering

the formation of a sharp TTEIL with the peak at a very low altitude. Horizontal

advection and heat conduction play a minor role in shaping the temperature profile

below 200 km by comparing Figures 2.6f and 2.6g, which is consistent with their minor

heating/cooling effects (Figures 2.5f-g, and 2.6d). By comparing Figures 2.6g and

2.6h, the overall temperature evolution is similar. The differences mainly originate

from the numerical smoothing effect, which is not included in the thermodynamic

equation (Shapiro, 1970) but is implemented at every time step in the model to

maintain numerical stability.

From Figures 2.5 and 2.6, the physical processes in generating the primary

TTEIL in the model are summarized as follows:

44



Figure 2.6: Temperature profiles at (73.75◦S, 117.5◦W) forced solely by (a) Joule
heating (QJ), (b) adiabatic cooling (QA), (c) vertical advection (QV ), and (d) hor-
izontal advection (QH) + heat conduction (QC), integrated from the initial state of
zero temperatures at 11:30:00. Temperature profiles forced by the combination of (e)
QJ + QA, (f) QJ + QA + QV , and (g) QJ + QA + QV + QH + QC . (h) The model
results (Run 4) are given as a reference. (i) The vertical temperature profiles of (e-h)
at 12:28:00 (dashed black lines in a-h), respectively. Units are K.
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1. strong Joule heating penetrating down to 120 km in a relatively short period

changes the pressure gradient, and horizontal divergence of airflow induces up-

ward air motion;

2. upward wind induces strong adiabatic cooling reaching a maximum at 200 km;

3. strong heating at 120 km and cooling at 200 km lead to strong vertical differen-

tial heating (Figures 2.5d and 2.5h) and a sharp TTEIL;

4. vertical heat advection, on the other hand, acts as a strong cooling term below

150 km and a moderate heating term above (Figure 2.5e), therefore playing a

negative effect in forming the sharp TTEIL in general (Figure 2.6i).

Therefore, the intense Joule heating is a trigger. At the same time, the neutral

dynamic terms, including adiabatic cooling and vertical advection, contribute to the

formation and the ultimate structure of the TTEIL in the model simulation.

2.3.3 Electrodynamics and Neutral Dynamics Associated With

Joule Heating

Joule heating QJ = σP (E+u×B)2 is determined mainly by Pedersen conduc-

tivity and electric fields. Figure 2.7 shows the time series of Pedersen conductivity,

the magnitude of the total electric field
√
E2

x + E2
y and Joule heating interpolated

to 150 km obtained from four different model runs. Considering that TTEIL is a

large-scale phenomenon and the local electric fields are produced by adding random

variabilities, the parameters shown in Figure 2.7 are averaged within the ambient nine

grids around the location of primary TTEIL to form a regional and statistical picture.

Comparing black and green lines with blue and red lines in Figure 2.7a, high-latitude

conductivity calculated from the default ΦE and Em maps is elevated by 3 times on
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average after incorporating SSUSI auroral maps from 11:30:00 to 12:30:00. The mag-

nitudes of electric fields after adding variabilities demonstrate more variations with

time than the original AMIE fields, while their means remain at a comparable level

(Figure 2.7b). Such significant electric field variations are also reported in the liter-

ature (Heppner, 1972); in real-time observations from SSIES onboard DMSP, large

spikes in ion drifts are also identified, which indicates significant variations in elec-

tric fields (to be discussed in Section 2.3.5). The combined effects of the enhanced

conductivity and electric field variability dramatically enhance Joule heating after

11:30:00. The comparison of the green and blue lines with the red line in Figure

2.7c illustrates that increasing conductivity or adding electric field variability alone

cannot enhance Joule heating significantly. Therefore, realistic auroral precipitation

and electric field (including its mean and variability), as the two critical high-latitude

drivers of I-T models, are essential for calculating Joule heating and the resultant

neutral atmosphere responses (Zhu et al., 2020).

Using the same SSUSI-modified auroral maps, Figure 2.7a shows that Pederson

conductivity from Run 4 (red) is more significant than that from Run 2 (blue). Adding

the electric field variability, which alters local Joule heating, and then the neutral

temperature and number density (converted from neutral mass density using mean

molar mass calculated from mass mixing ratios of O, O2 and N2), tends to impose

feedback on the local conductivity which is determined by both neutral and plasma

densities (Kelley, 2009). Neutral number density shown in Figure 2.7d is higher in

Run 4 than in Run 3 while plasma density barely changes at 150 km (not shown here),

which suggests that neutral number density is mainly responsible for the conductivity

change. The increase of local neutral number density in Run 4 is likely associated

with the thermal expansion of the air below this altitude triggered by the enhanced

Joule heating, and the denser air supplied from below leads to the increase of neutral

47



Figure 2.7: TIEGCM simulation of (a) Pedersen conductivity, (b) electric field mag-
nitude, (c) Joule heating, and (d) neutral number density averaged within nearest
nine grid points around (73.75◦S, 117.5◦W) at 150 km. The model results from Runs
1 to 4 are indicated in black, blue, green, and red, respectively.
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number density at this altitude (150 km).

The global effect of Joule heating enhancement on neutral dynamics is also ex-

amined. Figure 2.8 shows the polar view of Joule heating, TTEIL magnitude (defined

in Section 2.3.1), neutral temperatures and vertical winds at two different altitudes in

geographic coordinates. As shown in Figures 2.8(1a-b), TTEIL emerges where Joule

heating is intense (the maximum integrated Joule heating reaches 1Wm−2). The

large vertical wind is present at both 165 km and 222 km (Figures 2.8(1d1-d2)). At

the same time, neutral temperatures increase at lower altitudes but decrease at higher

altitudes (Figures 2.8(1c1-c2)) due to the strong differential heating. This picture is

consistent with what is shown in Figures 2.5 and 2.6. An intriguing feature is the

wave-like perturbations in temperatures and vertical winds, which propagate outward

from the primary TTEIL region with time, indicating a large-scale TAD structure. By

perturbing the neutral dynamics in the surrounding environment, TTEIL itself also

propagates outward spirally and forms TTEIL at other locations, as shown in Figure

2.8(2b). At 12:53:00, the front of TTEIL approaches McMurdo (Figure 2.8(2b)), but

with a magnitude significantly reduced (compared to Figure 2.8(1b)). The magnitude

of TTEIL at McMurdo remains similar and then gradually diminishes afterward.

2.3.4 Comparison of Neutral Mass Densities With Satellite

Observations

Figure 2.7d shows that the neutral number density increases at 150 km in Run

4 compared with the other runs. To examine whether the neutral mass densities from

our modified simulations are in a reasonable scope, we compare the neutral mass

densities from the four different runs with GRACE measurements in Figure 2.9a. All

simulation results are projected along the satellite orbit and interpolated vertically
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Figure 2.8: Spatial distribution of (1a) height integrated Joule heating, (1b) TTEIL
magnitude, neutral temperatures at (1c1) 165 km and (1c2) 222 km, and vertical
winds at (1d1) 165 km and (1d2) 222 km, at 12:28:00 in geographic coordinates. The
180◦ longitude is plotted at the top to visualize TTEIL propagation better. The right
two columns are the same except for 12:53:00 and the two examined altitudes are
165 km and 220 km. Cross and triangle represent the location of the strongest TTEIL
(73.75◦S, 117.5◦W) and McMurdo (77.8◦S, 166.7◦E), respectively.
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to the satellite altitude (475 km). The corresponding GRACE orbit as a function

of MLAT, MLT, GLAT, and Solar Local Time (SLT) is indicated in Figure 2.9b.

The neutral mass density from the control run underestimates GRACE observations

by 40% during the geomagnetically active period. This underestimation is consistent

with the previous studies showing that the default configurations of I-T models tend to

underestimate the neutral mass densities along satellite orbits during geomagnetically

active times, likely due to the underestimation of Joule heating (Deng et al., 2013;

Shim et al., 2012). After SSUSI auroral maps and electrical field variabilities are

implemented in the model, the simulated neutral mass density is elevated overall

and best matches the observations (red and gray lines in Figure 2.9a). The better

agreements with observations are found not only in high-latitude nightside regions

where the modification of the model drivers is made but also in high-latitude dayside

and low-latitude regions, which imply that the neutral densities around 475 km can

be affected by neutral dynamics (such as TADs) induced by remote heating sources.

Overall, the model-GRACE comparison suggests that our modification in both aurora

and electric field, which increases Joule heating, generally improves the simulation of

neutral mass density response to the storm globally.

A closer examination of Figure 2.9 shows at some locations (e.g., time around

09:30:00, 11:00:00, 14:00:00, and 15:30:00), model simulations are still smaller than

observations. Some of the underestimations occur in dayside high-latitude regions

(such as 14:00:00 and 15:30:00), which might be related to localized FACs in the

cusp region (Luhr et al., 2004). Since the current TIEGCM runs do not treat FACs

in the cusp region as a direct input, the reasons for the discrepancy deserve more

detailed investigation in future studies. The underestimations in nighttime high-

latitude regions such as those around 13:00:00 and 14:30:00 may be more directly

related to Joule heating still being underestimated locally. This is not unexpected
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Figure 2.9: (a) Neutral mass densities projected along GRACE orbit from the four
different TIEGCM runs (colored lines) and the comparison with GRACE observations
(gray line). (b) GRACE orbit during the time: Red solid line shows MLAT and the
black solid line shows MLT, the red dotted line shows GLAT and the black dotted
line shows SLT.
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since the interpolation and binning method for auroral maps, and AMIE may miss the

localized real-time auroral precipitation and electric field, respectively. For instance,

at any specific point, such as McMurdo, the satellite (SSUSI) observations cover a

tiny portion of the time series. Hence, most of the auroral precipitation at a particular

location used in TIEGCM has to be interpreted from the scarce observations plus the

empirical model (Section 2.2.2). In addition, electric field variability in the model is

added as a random number, which may also miss the realistic features locally.

2.3.5 TTEIL Structure at McMurdo With Local Joule Heat-

ing Enhancement

Indeed, the underestimation of electric field fluctuation is seen at McMurdo.

During the time window of 14:46:00 to 14:56:00 when TTEIL was detected by lidar

(15:00:00), DMSP F16 has conjunction measurements (Figure 2.10a). The satellite

orbit is marked as the black line from right to left. Strong spectral radiances in LBH

short band observed by SSUSI appear very close to McMurdo at 14:50:00 (Figure

2.10a). During the same time window, ion drift measurements from Ion Drift Meter

(IDM) in SSIES on DMSP show large spikes (up to 3 km s−1) and fluctuations indi-

cating strong local electric fields near McMurdo (Figures 2.10b-c). Red vertical lines

mark five consecutive time ticks with the corresponding orbit locations marked as

red dots in Figure 2.10a. The significant ion drift (3 km s−1) is identified within the

auroral region. Such auroral enhancement and rapid-varying large electric field near

McMurdo are not captured in Run 4. Therefore, after the TTEIL signal propagates

to McMurdo at 12:53:00 in Run 4 with instead a small magnitude (Figure 2.11a1, red

line), it does not last for long, and TTEIL structure is missing at 15:00:00 (Figure

2.11a2, black line). The discrepancies in timing and TTEIL magnitude at McMurdo
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prompt us to further consider the localized high-latitude drivers by incorporating

DMSP observations around McMurdo and examining the temperature responses.

Figure 2.10: (a) DMSP F16 SSUSI observation of spectral radiance at LBH short band
from 14:46:00 to 14:56:00 in MLAT/MLT coordinate; black line marks satellite orbit
which travels from right to left; red dots mark the spatial locations of five consecutive
time ticks; white triangle denotes McMurdo. (b-c) DMSP F16 SSIES measurements
of cross-track ion drift (Vy) and vertical ion drift (Vz) from IDM during the same
period. Red vertical lines mark five consecutive time ticks in (a).

Run 5 (named AMIE_SSUSI_varE_McM) is performed based on the settings

of Run 4 but with enhanced auroral precipitation and electric field added around Mc-

Murdo. We set auroral mean energy to be 10 keV and energy flux to be 30mWm−2

from 14:45:00 to 14:55:00, during which McMurdo is located at the poleward edge

of the auroral oval (Figure 2.10a). Within this period, we impose an electric field

of 150mVm−1 in the north/south direction (Ey) with flipping direction every 2min

similar to Deng et al. (2009) and Zhu et al. (2018). Note that the evolution of DMSP

ion drifts shown in Figures 2.10b-c contains temporal and spatial variations. They
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provide a reference for the possible magnitudes but not exact values of the electric

fields over McMurdo. The direction and magnitude of electric fields are chosen to

reproduce ion drifts comparable to the maximum IDM observation (Figure 2.10b), in

which the cross-track ion drifts are primarily oriented along eastward/westward di-

rection. Auroral energy and electric field are tuned to reproduce a similar magnitude

of temperature peak close to the lidar observation. Such local adjustment is imple-

mented uniformly in a region centered at (78.75◦S, 167.5◦E) with a spatial expansion

of three grid points in latitude and seven grids in longitude. Imposing an additional

electric field in the east/west direction (Ex) is also done, but the difference between

these two tests is slight, thus not shown here.

The simulation results are shown in Figures 2.11a2-f2. Compared with the

results from Run 4 at the exact location and time (black line in Figure 2.11a2), the

temperature inversion structure in Run 5 (red line) is more prominent. The temper-

ature peak is more significant and closer to the lidar observation (over 1000K). This

temperature structure is comparable to the primary TTEIL studied in Section 2.3.2.

The heating term analysis shows that Joule heating is the most substantial thermal

term and penetrates to 120 km. The second and third dominant terms are the strong

adiabatic cooling accompanying the upward motion and vertical advection. Again,

similar to the mechanism for the primary TTEIL formation studied in Section 2.3.2,

Joule heating leads to temperature increase below 150 km, adiabatic cooling leads to

temperature decrease above 120 km altitude, and along with vertical advection, these

three terms determine the vertical structure of neutral temperature.

To show the unique features associated with the primary TTEIL generated

at McMurdo in Run 5, the same term analysis is carried out for the weak TTEIL

identified around 12:53:00 in Run 4 for comparison (Figures 2.11b1-f1). In Run 5, the

intense Joule heating penetrates down to 120 km and produces a secondary and also
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Figure 2.11: (a1) Vertical temperature profiles from Runs 1 to 4 at 12:53:00,
McMurdo. (a2) Vertical temperature profiles from Runs 4 and 5 at 14:59:00,
McMurdo; the temperature profile from high-resolution configuration of Run 5
(AMIE_SSUSI_varE_McM 1/8) at 14:55:00 are also plotted in red dashed line.
(b1-f1) Temporal variations of neutral temperature, Joule heating, adiabatic heat-
ing/cooling, vertical advection, and horizontal advection + heat conduction at Mc-
Murdo, obtained from Run 4. (b2-f2) Same as (b1-f1) except that the results are
obtained from Run 5 during a different period.
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more substantial peak in the E region than the F region peak around 300 km (Figure

2.11c2). In Run 4, the F region peak is more prominent, and the penetration to the E

region is insignificant (Figure 2.11c1). Distinct from Run 5, adiabatic heating/cooling

is the most substantial thermal term in Run 4, contributing the most to the morphol-

ogy of the weak TTEIL according to the analysis of integrated temperature profiles

(not shown here). The vertical wind perturbation likely induces alternating adiabatic

heating/cooling due to the propagation of TADs. The comparison between Runs 4

and 5 indicates that for TTEIL formation at different times/locations, the relative im-

portance of Joule heating, adiabatic cooling, vertical advection, horizontal advection,

and heat conduction can change. For the formation of primary TTEIL (characterized

by huge temperature enhancement and large TTEIL magnitude), the localized intense

Joule heating is a critical trigger, which likely happened at McMurdo. For the weak

TTEIL, the dynamics associated with wave-induced transport and disturbances may

play dominant roles.

2.4 Discussion

By refining the high-latitude drivers globally and further fine-tuning their lo-

calized characteristics around McMurdo, Run 5 captures a more realistic tempera-

ture elevation at McMurdo and compares better with the lidar observations in neu-

tral temperature than the other runs. Despite numerous improvements, there are

still noticeable discrepancies between the model simulation and lidar observations by

comparing Figure 2.11a2 and Figure 2.1a. The peak altitude is about 20 km higher

than the observation (130 km), and the modeled layer width is much broader than the

observation. We have performed a few other tests to sort out possible causes for the

discrepancies, even though they are insufficient to resolve them. To give a reference
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for future modeling, we list them as follows:

1. Test of the model lower boundary: The same modifications of high-latitude

drivers are implemented into TIMEGCM (Roble and Ridley, 1994), which is

governed by similar dynamic and thermodynamic equations in the upper at-

mosphere as TIEGCM but with a lower boundary at 30 km. The simulated

TTEIL still has the same peak altitude at 150 km, which suggests that the

lower boundary of TIEGCM (97 km) close to the observed TTEIL is likely not

the main reason for the high peak altitude in the simulations.

2. To examine whether the broad vertical span is due to the “strong” diffusion

coefficients, we decrease the eddy diffusion coefficient (KE) and heat conduction

coefficient (KT ) in the model to half. The test results show that the vertical

temperature structure does not differ much from what is shown in Figure 2.4,

which is consistent with the minor contribution from the diffusion terms in the

thermodynamic term analysis (Section 2.3.2).

3. The possibility of high altitude for temperature peak and broad span due to low

vertical resolution is also examined by performing the high-resolution (1.25◦ in

latitude and longitude, 1/8 scale height) TIEGCM run. The vertical temper-

ature profile from the high-resolution model run using the settings for Run 5

(named AMIE_SSUSI_varE_McM 1/8) is illustrated as the red dashed line in

Figure 2.11a2. Intensifying aurora and electric field around McMurdo produce

nearly the same temperatures as the standard resolution runs below 220 km,

but the maximum magnitude of TTEIL occurs 4min earlier. The altitude for

the peak temperature enhancement (150 km) and the mechanism for producing

TTEIL at McMurdo are the same.
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4. Liu et al. (2016) found that the electron temperature can increase by 2000K

at 100 km to 130 km due to Farley-Buneman Instability (FBI). Still, it is not

known whether such instability can also lead to a significant neutral tempera-

ture increase. We test this possibility by implementing the electron anomalous

heating module resulting from FBI and find that neutral temperature is only

elevated by several K. Such an insignificant neutral temperature change may be

caused by the electron-to-neutral density ratio at this altitude so small that the

energy exchange from electrons to neutrals is insufficient to heat the neutrals,

leaving neutral temperatures almost unchanged.

It should be noted that the above test results and their implication rely on

physics, chemistry, and electrodynamics considered in TIEGCM. The effects from the

processes not considered in the model, such as non-hydrostatic processes and local

heating induced by wave breaking, cannot be tested for now. In addition, gravity

wave activities in the lower boundary of TIEGCM have not been included at a level

comparable to observations (Chen et al., 2016; Chu et al., 2011), so their effects are

not considered in the current model. The narrow width of the observed TTEIL,

likely associated with a vertically propagating wave structure (Figure 2.1a), could be

a combined effect from the wave perturbations in electrodynamic or neutral dynamic

processes (Chu and Yu, 2017) superimposed on the elevated temperature background.

Testing all these possibilities is out of the scope of this study and deserves further

investigation.

2.5 Conclusion

To understand the underlying physics for the significant thermospheric tem-

perature enhancement (550K at 130 km) and inversion layer (TTEIL) structure ob-
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served by lidar at McMurdo during a geomagnetic storm on 2011-05-28, we modify

auroral maps and electric field variabilities in TIEGCM with guidance from DMSP

observations and previous statistical results from SuperDARN. Such modifications

are made because the default model runs with empirical high-latitude drivers that

cannot adequately reproduce storm responses. We first incorporate auroral precip-

itation observed by DMSP/SSUSI into the auroral maps, which leads to increased

conductivity. On average, Pedersen conductivity increases by 3 times at 150 km in

the auroral region during the active period. We then consider the subgrid-scale elec-

tric field variabilities by adding a randomly generated number in the auroral region to

the original electric field obtained from AMIE. Two modifications are implemented

to cover high-latitude regions first and then focus on the local region around Mc-

Murdo. The modifications bring the simulation of neutral densities close to GRACE

observations and generate TTEIL, sharing similarities with lidar observations.

The most important effects of the modified auroral precipitation and electric

field variability are significant enhancements in Joule heating and its deeper penetra-

tion. To generate the primary TTEIL, including the one observed at McMurdo, the

local intense Joule heating is an essential factor that not only provides the heating

source down to 120 km but also triggers the following dynamical processes that work

together with Joule heating to shape the ultimate temperature structure. Associated

with the intense Joule heating, pressure gradient changes and large upward winds of

over 80m s−1 resulting from a horizontal divergence of airflow lead to strong adiabatic

cooling at high altitudes (−0.6K s−1 maximizing at 200 km). Intense Joule heating at

120 km and adiabatic cooling higher up result in intense differential heating vertically

and generate a sharp temperature inversion. On the contrary, vertical heat advec-

tion induces strong cooling (−0.6K s−1) below 150 km and moderate heating above

(0.3K s−1) mainly due to the upward vertical motion and the temperature peak at
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150 km. Therefore, vertical advection weakens TTEIL and renders a higher tempera-

ture peak altitude and a broader layer than the observations. The vertical structure

of the primary TTEIL is mainly determined by the combined effects of these three

thermodynamic terms. Simulation results also show that TADs are generated from

where the maximum Joule heating is deposited, and the primary TTEIL is generated.

TADs propagate outward to other locations, forming TTEILs with much smaller mag-

nitudes than the primary ones in distant regions. For the weak TTEIL, the local Joule

heating is minimal, and temperature structure can be mainly determined by other

terms such as adiabatic heating/cooling effects.

The improved agreement with the observed neutral density and temperature

in our modified simulations indicates the importance of regional-scale auroral pre-

cipitation and electric fields as critical high-latitude drivers in the I-T models. Our

results also imply that the local fine-scale characteristics of high-latitude drivers, often

missing in empirical drivers, are essential for simulating local storm-time dynamics.

Run 5, which incorporates the high-latitude modification of auroral maps and electric

field variability, along with additional local enhancement in Joule heating around Mc-

Murdo, reasonably reproduces the dramatic temperature enhancement in the lower

thermosphere observed by the lidar. However, the modeled peak altitude is still

higher (150 km) than the observed one (130 km). Note that the amount of heating

needed in the modeling is large (maximum value is on the order of 1Wm−2), but it

is not implausible. We suspect that this much heating may require, in reality, some

physics not included in the current TIEGCM, for example, strong anomalous heating

associated with plasma irregularities, in addition to the missing physics mentioned

earlier. The unsolved discrepancies and the possible modeling efforts to tackle this

problem remain open questions.
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2.6 Revisit Auroral and Electric Field Modeling

Before we end this chapter, we must revisit how we incorporate aurora and

electric fields into TIEGCM.

2.6.1 Evaluation of the Interpolation of Aurora

The essential step is that we interpolated SSUSI measurements in time (Section

2.2.2) to expand the coverage of auroral observations. We compared the interpolated

aurora and concurrent SSUSI observations and found a similarity. However, one

question remains: how does the interpolated aurora approach the “truth”, which

is the aurora in the real world? Of course, the truth is unknown and one-to-one

comparison is not achievable. In other words, can we find a way to quantify the

deviation of the processed data from the truth? For example, for each observation,

an associated error (uncertainty) estimates the confidence of this measurement. Then

can we find a way to estimate the uncertainty of the interpolated aurora?

More generally, there might be multiple data sources for other cases, such

as satellite-borne instruments and ground-based observation sites. Each data source

provides a distinct spatial and temporal coverage and a different measurement error.

Is there a way to synthesize them together and give an estimate of the uncertainty

for the final data product? This problem will be answered in Chapter 3.

2.6.2 Shortage of Implementing Subgrid Electric Field

In implementing subgrid electric fields, we assume that AMIE captures the

resolved scale electric field well, which is generally a reasonable assumption (Knipp,

1989). However, the treatment of the subgrid electric field is debatable. We add

a random perturbation to every spatial location (quantified by auroral distribution)
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and treat that as the effect of the subgrid electric field on the total electric field.

However, a simple hypothetical experiment as in Figure 2.12 will demonstrate the

shortage. The spatial structure of the mean field (above row) is wholly disrupted

when adding up the perturbation field (bottom row). However, such strong spatial

discontinuity is never supported by observations.

Figure 2.12: An arbitrary field with perturbations at half of the mean.

The spatial correlation is missing in the treatment of electric field variability.

Without considering the spatial correlation, it is usually the case that two adja-

cent locations behave drastically differently. Such discontinuity is generally harmful

in numerical models since this introduces unrealistic perturbations and changes the

physical processes we are studying. So a natural question arises: how can spatial
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variations be modeled with spatial correlations considered? This question will be

answered in Chapter 4.

64



Chapter 3

Developing a Multi-Resolution

Data Assimilation Model for

Auroral Observations and

Empirical Models

We apply a multiresolution Gaussian process model (Lattice Kriging) to com-

bine satellite observations, ground-based observations, and an empirical auroral model

to produce the assimilation of auroral energy flux and mean energy over high-latitude

regions. Compared to simple padding, the assimilation coherently combines vari-

ous data inputs leading to continuous transitions between different datasets. The

multiresolution modeling capability is achieved by allocating multiple layers of basis

functions with different resolutions. Higher-resolution fitting results capture more

mesoscale (10 km to 100 km) structures, such as auroral arcs, than the low-resolution

ones and the empirical model. Two preprocessing steps, temporal interpolation of

satellite data and spatial down-sampling of low-fidelity data, are implemented to rec-
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oncile different datasets better. The inherent smoothing effect of the fitting, which

causes an unrealistic spreading of the aurora, is mitigated by a post-processing step:

the K-Nearest Neighbors (KNN) algorithm. KNN identifies the probability of a region

with significant aurora, thereby eliminating regions with low values. This methodol-

ogy can maintain realistic and mesoscale auroral structures without boundary issues.

We then run TIEGCM driven by the high- and low-resolution auroral assimilations

and compare TECs. TIEGCM driven by data assimilation produces enhanced TECs

by a factor of 2 than the one driven by the empirical aurora, and high-resolution

results show mesoscale structures. Our study shows the value of incorporating re-

alistic auroral inputs via assimilation to drive I-T models to better understand the

consequences of mesoscale phenomena.

3.1 Introduction

The dynamics and electrodynamics of the I-T system are closely related to

the magnetosphere’s coupling of magnetically conjugate regions and its interaction

with the solar wind (Wang et al., 2004; Wiltberger et al., 2004). In particular, during

geomagnetically active periods (magnetic storms or substorms), the I-T system mani-

fests a series of ionospheric phenomena like enhanced aurora, electric fields, and FACs

in response to the different phases of day and night-side reconnection (Nishimura

et al., 2021a). These ionospheric processes further affect the neutral atmosphere by

exchanging and transporting momentum, energy, and composition in the coupled M-

I-T system (Thayer and Semeter, 2004). Eventually, the change of the I-T system

will lead to the change of conductance, current systems, and ion outflows, which in

turn poses a feedback effect to the magnetosphere (Merkin and Lyon, 2010; Merkine

et al., 2003; Tanaka, 2007; Yau and Andre, 1997).

66



Due to the dynamic and turbulent nature of magnetospheric processes, the

high-latitude forcing of the I-T system, such as aurora, electric fields, and FACs, is

highly multiscale, and mesoscale structures that play an essential role in the M-I-T

coupling (Nishimura et al., 2021a). For example, empirical models usually give the

large-scale (> 1000 km) morphology of the auroral oval, which can differ significantly

from the ground-based ASI observations such as those from THEMIS ASIs (Donovan

et al., 2006). THEMIS ASIs depict rich mesoscale (10 km to 100 km) structures, while

a narrow FOV imaging can even resolve small-scale (< 10 km) structures. During

an expansion phase of a substorm, the auroral structure with scales smaller than

500 km contributes to 50% of the total energy flux. Mesoscale auroral processes such

as poleward moving auroral forms, polar cap patches, auroral arcs, and streamers

can give feedback to the large-scale dynamics and impose net effects on the global

distribution of electron densities (Gabrielse et al., 2021). Similar to the aurora, electric

fields also show multiscale features. Using SuperDARN measurements, Cousins and

Shepherd (2012b) found a large ratio (75%) of mesoscale to large-scale electric fields

in terms of magnitude under a southward IMF condition. The scale analyses by

Cousins et al. (2015) and Shi et al. (2020) show that mesoscale FACs contribute

to nearly 60% of the spatial variability of FACs. These magnetosphere-originated

processes are highly correlated. Mesoscale auroral structures such as auroral arcs are

often associated with enhanced FACs and electric fields (Nishimura et al., 2021a),

which profoundly affect the I-T system.

For I-T models, aurora and electric fields are the two most important drivers at

high latitudes. Thus, it is critical to capture these two drivers realistically. This study

focuses on the assimilation of auroral particle precipitation, specifically energy flux

and mean energy. Even though the empirical auroral models derived from historical

data can capture large scales reasonably well (Newell et al., 2009; Wu et al., 2021;
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Zhang and Paxton, 2008; Zhu et al., 2021), they still miss the essential mesoscale

features. Wu et al. (2020) showed that only when the empirical auroral model is

replaced by auroral observations from SSUSI (Paxton and Meng, 1999; Paxton et al.,

2002) onboard the DMSP satellites to drive the I-T model, TTEIL observed by the

Fe Boltzmann lidar at McMurdo, Antarctica can be reproduced. Neutral densities

in the F region match GRACE observations. Similarly, Sheng et al. (2020) imple-

mented THEMIS ASI auroral observations into GITM and compared them with the

simulations driven by the empirical model. The authors found that the magnitude of

TIDs in GITM is almost doubled when driven by realistic THEMIS ASI observations

and more consistent with observations. These previous studies indicate the necessity

of developing data-driven auroral maps for high-latitude drivers, primarily when we

focus on specific storms. Such efforts have rarely been made, and the current work

aims to address this challenge.

The existing techniques for auroral measurements include satellite and ground-

based imagers, which have distinct spatial coverage and temporal samplings. SSUSI/DMSP

measures global auroral emissions with a high spatial resolution and a revisit time of

30min (three satellites) to the same MLAT and MLT. Ground-based instruments such

as THEMIS ASIs provide both high temporal and spatial resolution (3 s, 0.1◦) obser-

vations in North America. Empirical auroral models are built upon the statistics of

many historical observations and provide global auroral maps with highly smoothed

patterns (Hardy et al., 1985; Roble and Ridley, 1987). They usually deviate from

real-time observations, especially for mesoscale features. These deviations can often

lead to systematic biases in estimating the general auroral activity level. The empiri-

cal model can still provide sensible information for large-scale features such as auroral

boundaries. These data sources provide complementary information on auroral ac-

tivities but are rarely used synergistically. One way to combine all data sources is
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by simply padding different types of auroral observations. Still, this method usually

leads to discontinuous boundaries among different data sources and introduces un-

physical gradients, which could lead to artificial perturbations in I-T models. Another

approach to synthesizing various data sources is AMIE (Lu, 2017; Richmond, 1992;

Richmond and Kamide, 1988), but its resolution is limited by the order of spherical

cap harmonics (Matsuo, 2020).

In this paper, we apply a novel multiresolution spatial Gaussian process model

(Lattice Kriging, Nychka et al. (2015)) to incorporate auroral observations from satel-

lite and ground-based data, as well as an empirical model where observations are

unavailable. It uses a range-limited basis function that better serves localized auroral

assimilation. The mesoscale features in the satellite and ground-based observations

are primarily kept in the assimilation results. In addition, the multiresolution mod-

eling capability is fulfilled by locating multiple layers of basis functions with different

resolutions. This method, therefore, provides a valuable tool to study the multiscale

processes and the corresponding impacts. Lattice Kriging has already been used

in lower atmospheric studies like surface temperature analysis (Heaton et al., 2019;

Wiens et al., 2020). Wu and Lu (2022) have extended this model to vector fields and

assimilated high-latitude electric fields using SuperDARN and PFISR data, demon-

strating its effectiveness in space weather studies. It is the first time that this model

has been applied to auroral assimilation.

The manuscript is organized as follows. Section 3.2 introduces the data sources.

Section 3.3 describes the Lattice Kriging model, including the principles and math-

ematical formula. Section 3.4 provides the detailed procedures to apply this model

for auroral assimilation. Section 3.5 presents TIEGCM simulations driven by the

empirical auroral model and the two scales of auroral assimilation maps. Section 3.6

gives the conclusions and discussion.
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3.2 Data Sources

The data sources used for the auroral assimilation include SSUSI onboard

three DMSP satellites (F16, F17, F18), THEMIS ASIs, and a Kp-based empirical

auroral model (Zhang and Paxton, 2008). The choice of empirical models is relatively

flexible as long as the model provides full MLAT and MLT coverage. SSUSI is a

remote-sensing instrument that measures ultraviolet emissions from the Earth’s upper

atmosphere in five different wavelength bands. The spatial resolution of SSUSI data

product is 0.15◦, sufficient to analyze the mesoscale structures of aurora in this study.

The derived data products include the precipitating electron mean energy and energy

flux. The three satellites sweep through the polar cap alternatively every 30min,

sampling through the auroral region (a swath) across the pole.

THEMIS ASIs observe the white light aurora over the North American con-

tinent from Canada to Alaska at a sampling rate of every 3 s, which provides high-

resolution information about the rapid evolution of the aurora. The white light data

are converted to red-green-blue colors by comparing them with the nearest Northern

Solar Terrestrial Array (NORSTAR) meridian scanning photometers and multispec-

tral ASIs. Then the color ratios are converted to energy fluxes and mean energies

using the Strickland et al. (1983) formula (Mende et al., 2008). In this study, the

electron mean energy and energy flux maps of spatial resolution 0.1◦ are used, and

the data are temporally down-sampled to a 1min basis.

The Zhang and Paxton (2008) model is built upon 4 years of Global Ultravi-

olet Imager (GUVI) data onboard TIMED satellite from 2002 to 2005. The model

provides auroral predictions (mean energy and energy flux) covering all MLAT/MLT

sectors overall Kp ranges (0 to 9) using Epstein function fitting. Comparing to other

Kp-based models like Hardy et al. (1987), this model provides a more physical spec-
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ification of the geo-effective energy flux and mean energy. Such information is also

helpful for the assessment of the statistical mean needed in the auroral assimilation

(Equation (3.1) in Section 3.3.1) and for the regions where observations are not avail-

able. The empirical model can be generated at an arbitrary resolution, that is, on

the satellite grids in the present study.

Owing to the noticeable auroral activity and decent data coverage on 2014-

02-20, we use the auroral observations on this day as an example to demonstrate the

methodology. The geomagnetic indices are shown in Figure 3.1. After 03:00:00, a

negative turning of IMF Bz marks the start of geomagnetic disturbances. The Kp

index reaches 6, and the SYM-H index reaches −100 nT, indicative of a moderate-

intense storm. Significant variations in the AE indices reach 1200 nT, suggesting

considerable auroral activities during this period.

Figure 3.2 displays the auroral energy fluxes from the three data sources in the

northern hemisphere at 11:50:00, plotted in MLAT and MLT coordinates. This UT is

chosen due to the clear auroral structures in SSUSI and THEMIS observations. The

instantaneous SSUSI observations are limited: to assimilate the auroral maps (mean

energy and energy flux) for a particular time, SSUSI data falling into a 20min time

window (10min before and 10min after) are gathered. For example, SSUSI data from

11:40:00 to 12:00:00 are binned for the auroral assimilation at 11:50:00 (Figure 3.2a,

more details in Section 3.4.1). SSUSI observations after the binning mainly cover

the dawn and dusk sectors and show scattered auroral arc features. THEMIS ASIs

provide night-time observations with several auroral enhancements spreading between

60◦ and 70◦ MLAT around midnight. The empirical model has a locally much smaller

magnitude and smoother structure than the actual observations but provides reason-

able large-scale patterns and auroral boundaries for Kp = 6 geomagnetic condition.
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Figure 3.1: Geomagnetic indices on 2014-02-20 (a) Kp, (b) IMF By (black) and Bz

(red), (c) AE indices: AL (blue), AU (red) and AE (black), and (d) SYM-H.

72



Figure 3.2: Auroral energy fluxes from (a) SSUSI, (b) THEMIS ASI, and (c) empirical
model at 11:50:00. All are plotted in MLAT and MLT coordinates. Unit is mWm−2.

3.3 Lattice Kriging Model

In this section, we introduce the principles of the Gaussian process model

adopted for Lattice Kriging (Section 3.3.1) and the implementation of the multireso-

lution data assimilation (Section 3.3.2).

3.3.1 Principles of Gaussian Process Model

We consider a spatial field y, whose values at all locations in a spatial do-

main X are assumed to follow a Gaussian process. Hence, the value at every finite

location {xi, 1 ≤ i ≤ n} follows a multivariate normal distribution. We will use

the observations {y(xi), 1 ≤ i ≤ n}, where n is the total number of observations to

predict the values for a set of new locations {x′i, 1 ≤ i ≤ n′} without observations,

{y′ (x′i) , 1 ≤ i ≤ n′}. Krige (1951) states that the best prediction, in terms of mini-

mizing the prediction variance, for y at any unobserved location x′i can be expressed

as a linear superposition of the observed values, that is, ŷ (x′i) =
∑n

i=1 aiy(xi) + a0,

and these optimal coefficients, {ai, 0 ≤ i ≤ n} can be estimated from the observed

data.
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The spatial field of interest (the auroral map in this study) can be decomposed

into a combination of a spatially varying mean µ(x), a spatially correlated field,

g(x), and a spatially uncorrelated error term ε(x), which represents measurement

uncertainties:

y(x) = µ(x) + g(x) + ε(x), x ∈ X (3.1)

The spatial mean function µ(x) can be retrieved from our auroral application’s

empirical model z(x). As indicated earlier, there tends to be a systematic discrepancy

between the values from the empirical model and observation. Here, we assume a

scaling factor d to account for such a multiplicative bias, that is, µ(x) = z(x)d.

The majority of the spatial predictability is achieved through the spatial ran-

dom field, g(x), which characterizes the detailed spatial variations of aurora. In this

work, we take a spatial basis function approach by decomposing g(x) onto a series

of predefined basis functions {φj(x), 1 ≤ j ≤ m}, that is, g(x) =
∑
cjφj(x), where

cj is the coefficient of jth basis function and m is the total number of basis functions

(see Section 3.3.2 for further details about the basis functions). The coefficient vector

c = (c1, c2, . . . , cm) jointly follow a multivariate normal distribution with mean zero

and covariance matrix Q−1 (therefore, Q represents the distribution’s precision ma-

trix). As a result, g(x) is a zero mean Gaussian process, and the covariance function

takes the following form:

cov (g(x), g (x′)) =
∑

1≤j,j′≤m

ρφj(x)Q
−1
j,j′φj′(x

′), x, x′ ∈ X

where ρ is the spatial marginal variance of the process of interest. The detailed

description for Q−1 is given in Appendix A.

We will use matrix notation to simplify the presentation regarding parameter
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estimation and spatial prediction. First, we write the basis functions evaluated at the

observed locations into an n ×m matrix φ such that φij = φj(xi), the value of the

jth basis function at xi. We use a vector x to denote the observed spatial locations,

that is, x = (x1, x2, . . . , xn). Then, we have g(x) = φc and the covariance matrix of

cov(g(x), g(x′)) = ρφQ−1φT .

Second, we stack all auroral observations {y(xi), 1 ≤ i ≤ n} and errors

{ε(xi), 1 ≤ i ≤ n} into vectors y and ε, respectively. Since we assume the errors

are spatially uncorrelated, the covariance matrix of ε is σ2W−1, where W−1 is a

diagonal error covariance matrix, and σ2 is a scaling factor of the error term. We also

stack the empirical model at each location {z(xi), 1 ≤ i ≤ n} as vector Z. We can

now write the model (Equation (3.1)) in the following matrix form:

y = Zd+ φc+ ε (3.2)

Here, y follows a MVN distribution with a mean of Zd and a covariance matrix

ρφQ−1φT + σ2W−1

y ∼ MVN
(
Zd, ρφQ−1φT + σ2W−1

)
In terms of parameter estimation, we will need to estimate the fixed scaling

constant d and the spatially varying effects at the observed locations c based on ob-

servations y and their spatial locations x. The best estimates of d and the conditional

distribution of c can be obtained via the standard results of generalized least squares
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(Cressie, 1993), which are

d̂ =
(
ZTM−1

λ Z
)−1

ZTM−1
λ y[

c|y, d, σ2, ρ,Q−1
]
∼ MVN

(
Q−1φTM−1

λ (y −Zd), ρQ−1 − ρQ−1φTM−1
λ φQ−1

)
where Mλ = φQ−1φT + λW−1 and λ = σ2/ρ. Then, the estimate of c is set to the

conditional mean

ĉ = Q−1φTM−1
λ (y −Zd)

and the variance of ĉ is

var (ĉ) = ρQ−1 − ρQ−1φTM−1
λ φQ−1

Therefore, the predictions (conditional mean and variances) of ŷ′ at new locations

are

ŷ′ = Z ′d+ φ′ĉ (3.3)

var (ŷ′) = φ′ (ρQ−1 − ρQ−1φTM−1
λ φQ−1

)
φ′ (3.4)

where the primes on ŷ′, Z ′, and φ′ indicate that the prediction can be taken at

different locations from the input data. A more detailed derivation of d̂ and ĉ can be

found in Appendix A.

In summary, our goal is to predict the values y′ at unobserved locations x′

(with corresponding empirical model output Z as a predictor) and to quantify the pre-

diction uncertainty. Equation 3.3 gives the prediction of conditional mean ŷ′, and the

associated prediction uncertainty is the square root of the diagonal terms in Equation

3.4. In real applications, the calculations of variances are relatively computationally
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expensive. Therefore, the variances at each spatial location are usually approximated

by the sample variance of independent draws from the conditional distribution of ŷ′,

given available observations (Monte Carlo method).

3.3.2 Multiresolution Capability and Implementation

The auroral data in MLAT (ψ) and MLT (t) coordinates are mapped to the

modeling coordinates, which are stretched spherical surface coordinates, using the

following equations:

x =

(
π

2
− πψ

180

)
cos

πt

12

y =

(
π

2
− πψ

180

)
sin

πt

12

(3.5)

The setup of the basis functions is on the x−y plane. Following Nychka et al.

(2015), the basis functions φj(x) are chosen as compactly supported Radial Basis

Functions (RBF) ϕ, which are bell-shaped curves with a common width θ

φj(x) = ϕ(‖x− uj‖/θ)

where uj(1 ≤ j ≤ m) is the center of RBFs. Typically, uj is equidistant, that is,

∆u = uj − uj−1 is a constant that represents the grid size (also referred to as the

model resolution), and all {uj, 1 ≤ j ≤ m} of the same θ form a regular grid map

covering the whole domain, which consists of one level of RBFs. The number of

RBFs at this level m is approximately related to the grid size ∆u by the reciprocal

rule m∆u2 = domain size. Since the latitudinal direction is directly mapped, but

the longitudinal direction is scaled in this coordinate, we refer the resolution of 1◦

(without differentiating between the latitudinal and longitudinal directions) to the
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spacing of RBFs by π/180. Take the auroral modeling, for example, in the high-

latitude region over 50◦ MLAT, the domain size is (40◦ × 2)2 = 6400. In terms of 1◦

modeling resolution (∆u = 1◦, basis functions separated by 1◦), approximately 6400

basis functions are used (m = 6400).

For the multiresolution fitting, RBFs of different ∆u and θ can be combined

into a large basis set (see Figure 3.3 for a three-level setup of RBFs; Figure 3.3a

shows a 1-D case, and Figure 3.3b shows a 2-D case). In this sense, we relabel m

with ml, ∆u with ∆ul, and θ with θl with l representing the number of levels. These

parameters can take different values across different levels, which leads to different

resolutions. The multilevel reconstruction of the spatial variation field is then written

as

g(x) =
L∑
l=1

ml∑
j=1

cj,lϕ(‖x− uj‖/θl)

where cj,l is the coefficient of the jth RBF at lth level. L is the total number of levels, a

critical parameter in describing the multiresolution properties of the basis functions.

For typical usage, θl is set as a fixed multiple of ∆ul (greater than one) to allow for

overlapping RBFs at every point. Both L and ml (equivalently, ∆ul) can be adjusted

to obtain basis function maps of different scales. Higher-resolution RBFs have more

free parameters (cj) to simulate the details of the input data. They are expected to

provide more small-scale structures of aurora than the lower-resolution RBFs.

In our auroral modeling setup, the modeling domain is a 2-D square over the

high-latitude region. To have ml basis functions for the 2-D map in the lth level, we

distribute Nl =
√
ml basis functions on each side. We double Nl every time as we go

from a coarse to a fine level, so the overall number of basis functions (ml) approx-

imately increases by a factor of 4. By recalling that the grid size and the number

of basis functions are related by the reciprocal rule, the grid size is approximately
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Figure 3.3: Demonstration of the multilevel setup of basis functions. (a) 1-D setup
of basis functions with three levels (b) 2-D setup of basis functions with three levels,
black, blue, and red colors represent three levels from the coarsest to the finest grids.

halved with increasing L, and the fitting resolution is doubled. From Nyquist’s theo-

rem, we can take the smallest resolvable scale of our model approximately as double

the grid size (2∆ul). This study selects the number of levels (L) and the number of

basis functions on each side at the coarsest level (Nc) as the fundamental parameters

to control the modeling resolution. In this sense, we define low-resolution modeling

as L = 1, Nc = 13(N1 = 13), which means the fitting resolution is 6.2◦ (modeling

domain is 80◦), and the resolvable scale is 12.3◦. Similarly, the medium resolution

is defined as L = 2, Nc = 15 (N1,2 = (15, 30), 30 basis functions on each side at the

finest level, the fitting resolution is 2.6◦, the resolvable scale is 5.3◦) and the high

resolution is L = 3, Nc = 25 (N1,2,3 = (25, 50, 100), 100 basis functions on each side

at the finest level, the fitting resolution is 0.8◦, the resolvable scale is 1.6◦).

Even though the number of RBFs roughly quadruples if we increase L, the

overall computations do not grow exponentially with the number of levels. Since we
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formulate the precision matrix Q at each level to be sparse, the overall precision ma-

trix is still sparse (see Appendix A for details). Therefore, the matrix calculation does

not increase cubically with the total number of the matrix elements (e.g., Gaussian

elimination) but only linearly with the nonzero elements. Thus, the increase in levels

of basis functions leads to a moderate increase in the whole computation.

3.4 Procedures and Results of Auroral Data As-

similation

Before feeding SSUSI and THEMIS observations and the empirical model into

Lattice Kriging, two preprocessing steps are implemented. First, even after we collect

20min of SSUSI data to form the satellite binned map (Section 3.2), its spatial cover-

age is still limited. Therefore, an interpolated satellite map using the data 1 h before

and 1 h after the modeling time is generated to enlarge the spatial coverage and used

as the fourth data source (details in Section 3.4.1.1). Second, we assign larger weights

to higher-fidelity data (i.e., SSUSI and THEMIS observations) and smaller ones to

lower-fidelity data (the interpolated satellite data and empirical model) such that the

former two data sources dominate the fitting results. At the same time, the latter

two only play roles in the regions where observations are missing. The weighting in

Lattice Kriging is realized by attributing different sampling ratios to different data

sources. The low-fidelity data are downsampled to decrease their sampling rates and,

equivalently, the weights in the fitting (details in Section 3.4.1.2). After the prepro-

cessing, we use Lattice Kriging to synthesize all four data sources to generate auroral

maps at all locations (Section 3.4.2) and produce the intermediate result. Due to the

smoothing effect inherent in the fitting procedure, Lattice Kriging causes spreading.
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It introduces nonzero values in regions with no aurora, such as the polar cap, and

tends to smear out the auroral boundaries. This solicits a postprocessing weighting

method (KNN) for mitigation (details in Section 3.4.3). Figure 3.4 provides a flow

chart of these procedures.

Figure 3.4: Flow chart of the auroral data assimilation model.

3.4.1 Data Preprocessing

3.4.1.1 Temporal Interpolation of Satellite Data

Figure 3.5 illustrates an example of the satellite data by 20min binning cen-

tered around 11:40:00 (Figure 3.5d), and the satellite map after the linear interpola-

tion with time (Figure 3.5c). The data used for the interpolation are collected within

a 2 h window from 10:40:00 to 11:40:00 shown as the “1 h before” data in Figure 3.5a

and from 11:40:00 to 12:40:00 shown as the “1 h after” data in Figure 3.5b, respec-

tively. Compared to Figure 3.5d, the interpolated map (Figure 3.5c) shows similar

results if the data being interpolated are within the 20min window, such as the region

around the dawn (6MLT). The similarity originates from the proximity in time for

the temporal interpolation. For the cases where the satellite data are available within

the 2 h but not the 20min window, the binning method would not show anything. At
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the same time, the interpolation can fill up the aurora, such as in a significant portion

of the dusk region where a few auroral arcs are seen (18MLT in Figure 3.5c). Even

though the assumption that the aurora should change linearly during this period does

not necessarily represent the truth, the interpolated results (such as their magnitude)

are still closer to reality than the empirical model. Note that compared with the

relatively instantaneous observations (e.g., binned satellite and ground-based data),

the interpolated data are downsampled (Section 3.4.1.2) to ensure that they do not

override the 20min binned data when they both exist in the same regions. A similar

interpolation method is used in Wu et al. (2020), simulating TTEIL during the storm

time better than using the empirical auroral drivers. In this study, the similarity

and correlation between the auroral activities separated by over 2 h are thought to

be weak, so the linear interpolation is conducted within the 2 h window.

3.4.1.2 Down-Sampling and Weight Adjustment

As discussed earlier, due to the different fidelities of the data sources (observation >

satellite interpolation > empirical model), we attribute different weights to them by

controlling the data sampling ratios. For simplicity, we refer to the satellite 20min

binned data as “satellite data” and the interpolated results as “satellite interpolation”

or “satellite interpolated data”. Sampling ratios of 1 meaning no downsampling are

assigned to the satellite and ground-based data (rsat = rgrd = 1). The ratios for the

satellite interpolation and empirical model whose original spatial grids are the same

as the satellite data are rint = 1/3 and remp = 1/20, respectively. Considering that

the spatial resolution of ground-based data is higher than that of the satellite (Section

3.2), the absolute sampling ratios are satellite : ground-based : satellite interpolation :

empirical model = 1 : 2 : 1/3 : 1/20. If they overlap in the same region, their weights

follow the sequence of ground-based data > satellite data > satellite interpolation >
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Figure 3.5: Temporal interpolation of satellite observations (a-b) SSUSI energy flux
combining 1 h period of data before and after 11:40:00, respectively, into a snapshot,
(c) temporal interpolated energy flux at 11:40:00, (d) 20min binned energy fluxes
around 11:40:00. Unit is mWm−2.

83



empirical model. The ratios are adjustable depending on the data quality and appli-

cation purposes.

Figure 3.6 demonstrates the downsampling procedure at 11:50:00. Figures

3.6a-d are the original data, and Figures 3.6e-h are the data after downsampling. The

satellite and ground observations are fully kept in this case following their original

resolutions. The interpolation data are down-sampled to 1/3 of the original satellite

grids (Figures 3.6b and 3.6f). Due to the lowest fidelity of the empirical model, it

has the lowest data sampling density (Figure 3.6h). Therefore, its information is

assimilated mainly in the regions where the other three data sources are unavailable.

Figure 3.6: Downsampling and weight adjustment (a-d) auroral energy fluxes from
different sources with original resolutions (e-h) scattered plots after the downsampling
showing different sampling ratios and weightings. Unit is mWm−2.

3.4.2 Data Assimilation Using Lattice Kriging

Feeding the preprocessed data (Figures 3.6e-h) as the inputs to Lattice Kriging

(y in the formula of Section 3.3.1), we obtain the assimilation results in Figure 3.7
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for 11:50:00, which corresponds to the “Intermediate Results” in Figure 3.4 (before

the KNN postprocessing method being applied). We adopt three levels (L = 3), and

the numbers of basis functions from coarse to fine grids are N1,2,3 = (25, 50, 100),

respectively. For the dawn and dusk sectors, the assimilation result mainly resem-

bles the SSUSI observations (Figure 3.6e); THEMIS data (Figure 3.6g) contribute

to the midnight sector. For the pre-midnight sector (21MLT to 24MLT), where no

observations are available, the assimilated aurora follows the empirical model. Figure

3.7a shows the prediction of the conditional mean (Equation (3.3) in Section 3.3.1).

The mesoscale structures, including the auroral arcs in SSUSI data and the hot spots

spreading in the midnight sector measured by THEMIS ASIs, are largely maintained.

Figure 3.7: Lattice Kriging fitted map of auroral energy fluxes (a) prediction of mean
and (b) prediction of SD. Unit is mWm−2.

The assimilated energy fluxes’ uncertainty depends on the data sources’ un-

certainties. Based on the error assessment of the historical data, the uncertainty of

SSUSI data can be taken as 15% of the measurement, and the uncertainty of THEMIS

observation can be taken as 20% of the data itself (Gabrielse et al., 2021). Since the

interpolated SSUSI data has lower fidelity, an uncertainty of 30% is assigned to the
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interpolated result. The uncertainty of the empirical model is chosen to be 100% of

its value as a proxy since no related information is available yet. These uncertainty

terms are used as inputs to ε in Equation (3.2) (Section 3.3.1). The SD/fitting un-

certainty is then calculated following Equation (3.4) and shown in Figure 3.7b. The

uncertainties are considerably smaller than the predictions of the means and smaller

in the regions with observations than those without observations, reflecting the data

constraints.

Despite the similarity between the assimilated auroral map and the input data

(Figures 3.6 and 3.7a), the former appears blurry, and small energy fluxes spread into

the polar cap and sub auroral regions where the observations show no aurora in the

input data. Even though delicate structures such as auroral arcs are retained, the peak

values in the assimilated map are also lower than the actual observations. In other

words, the Lattice Kriging model introduces a smoothing effect, which causes leakage

to the regions without aurora and reduced auroral peaks. A possible explanation

is that Gaussian process models (including Lattice Kriging) use a distance-weighted

mean strategy to attribute contributions from input data at different locations. In

addition, the specific covariance structure used in the model predicts the variances at

two nearby locations with similar magnitudes. Therefore, Gaussian process models

rarely predict extraordinarily high or low values, making overall spatial predictions

smoother than the data. Also, the smooth spatial structures of the basis functions

tend to create a smooth representation of the spatial process.

3.4.3 Data Postprocessing

To suppress such smoothing effects, a postprocessing step relying on the KNN

algorithm is applied. The same algorithm is used in Syrjäsuo and Donovan (2002)
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and Syrjäsuo and Donovan (2004) to classify different types of aurora from ASIs

automatically. We use this algorithm to identify the likelihood of having aurora for

each location and eliminate the low-likelihood points. KNN is a common classification

method widely used in machine learning. It relies on the assumption that the points in

the same category share similar features and lies close in the feature space. Therefore,

a straightforward way to divide points into different categories is by grouping them

in the feature space justified by distance. Given a set of labeled training data, we

calculate the distance of a new point to all training data points and pick up the k

nearest points. We identify the category of these k points in the feature space, and

the new point belongs to the category with the most members.

Based on our data set, we define the auroral activity with energy flux higher

than 2mWm−2 as significant and set it as 1 in the feature space. Otherwise, it

is insignificant (0). The threshold of 2mWm−2 is chosen based on trial and error.

It is suitable to identify substantial auroral activity, avoid contamination from low

fidelity data (typically on the order of 0.2mWm−2), and effectively maintain the fine

structure. The preprocessed data (Figures 3.6e-h) with their significant/insignificant

labels (1/0) are used as the training data for KNN. The k-nearest points to the

training data are identified for each location on the fitted map. Assuming the number

of data labeled as 1 is n1, then a ratio of n1/k is calculated, which represents the

percentage of the k-nearest points falling into the category of significant aurora. This

ratio is used as the weighting coefficient for this location. Doing so forms a coefficient

matrix with the same dimension as the intermediate result. Their multiplication leads

to a weighting process producing the final results of the auroral assimilation (Figure

3.4).

In Figure 3.8, we display the post-processing results with k = 10 at 11:50:00.

The weighting coefficients from KNN are shown in Figure 3.8a. The intermediate

87



results from Lattice Kriging are shown in Figure 3.8b (same as Figure 3.7a). The final

assimilation by multiplying Figures 3.8a and 3.8b is given in Figure 3.8c, where we see

the smearing of energy fluxes into the polar cap is largely suppressed. In the polar cap

region where the preprocessed data indicate that there are no auroral activities, the k-

nearest points all fall into the feature space of 0, thus the spreading values in the polar

cap region are effectively removed by multiplying a KNN weighting coefficient of 0.

This can also help remove the isolated points (the ambient areas show no aurora) that

may be due to measurement noise. In the auroral region around midnight, THEMIS

ASI observations indicate strong auroral activity, and KNN labels are mostly 1 so as

the weighting coefficients, therefore, the fitting results in the auroral region are kept.

In the dawn and dusk regions, the strengths of auroral activities vary, so the feature

space consists of both 0 and 1, and the resulting weighting coefficients are between 0

and 1. The multiplication of the weighting coefficients and the intermediate results

helps decrease the aurora if the ambient region does not show enough significant

auroral activities. This process sharpens the auroral boundary and to some extent,

corrects the smoothing effect caused by Lattice Kriging. The overall auroral structures

become more comparable to real observations since the training data set in KNN

relies on real observations. Using a larger k involves more points in a larger area to

be weighted and introduces a smoother structure than a smaller k.

In Figure 3.9, we compare simple padding of the satellite and ground-based

observations with the final auroral assimilation at 11:50:00. The padding results show

an obvious discontinuity and sharp cut-off at the boundaries among the satellite data,

ground-based data, and the regions without observations (Figure 3.9a), which largely

disappear in Figure 3.9b. The data assimilation effectively removes the boundary dis-

continuity and combines different data sources more coherently than the padding. A

trade-off for such coherence and continuity is the reduced peak magnitude of the au-
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Figure 3.8: Postprocessing with KNN (a) the map of weighting coefficients from KNN,
(b) the intermediate Lattice Kriging fitting results, (c) the final assimilation outputs
by multiplying (a) and (b). (b) and (c) have unit mWm−2.

rora, which the KNN postprocessing step cannot correct. Nevertheless, the mesoscale

aurora is largely retained including the auroral arcs, which significantly improves the

reproduction of the real-time behavior of aurora compared to the empirical model.

Figure 3.9: (a) The padding results combining satellite data and ground-based ob-
servations (b) auroral data assimilation (same as Figure 3.8c). Unit is mWm−2.
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3.4.4 Auroral Assimilation With Different Scales

As mentioned in Section 3.3.2, the generated auroral maps of different scales

can be obtained by tuning the number of fitting levels and the number of basis

functions in each level (L and N). The resolution increases and the resolvable scale

becomes smaller when we increase L and N . Figure 3.10 shows the assimilated auroral

maps at three scales at 11:50:00. The parameters to generate these three auroral

maps are L = 1, N1 = 13, k = 30 for large scale; L = 2, N1,2 = (15, 30), k = 20 for

medium scale; and L = 3, N1,2,3 = (25, 50, 100), k = 10 for small scale. Figures 3.10a-

c show the auroral energy fluxes while Figures 3.10d-f show the mean energy maps

from large to small scales and, equivalently, low to high resolutions. The assimilated

aurora becomes more fine-structured from low to high resolutions, and the peak values

increase. The auroral arcs in the dusk sector are distinct in the high-resolution results

but absent in the low-resolution ones.

3.5 TIEGCM Simulations Driven by Auroral As-

similation Maps

To study how the data-assimilated drivers improve the simulation of I-T mod-

els and how different scales of aurora impact the I-T system, we run TIEGCM with

different auroral maps. TIEGCM is a global 3-D numerical model that simulates

the coupled thermosphere/ionosphere system from 97 km to 600 km altitude. It self-

consistently solves the fully coupled nonlinear, hydrodynamic, thermodynamic, and

continuity equations of the neutral gas, the ion and electron energy equations, the

O+ continuity equation and ion chemistry, and the neutral wind dynamo (Qian et al.,

2014; Richmond et al., 1992). In the default setup, the high-latitude drivers such
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Figure 3.10: (a-c) Data assimilation of energy fluxes (mWm−2) from low to high
resolutions. (d-f) The same for the mean energy (keV).
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as aurora and electric fields (or potentials) are specified as empirical models (Heelis

et al., 1982; Roble and Ridley, 1987; Weimer, 2005). In our TIEGCM runs, the

time-varying SuperDARN electric potential pattern is derived from a Spherical Har-

monics Fitting (SHF) of LOS ion velocities (Ruohoniemi and Baker, 1998) is used

as a driver for electric fields. The assimilated electron precipitation pattern and the

Zhang and Paxton (2008) model are used to specify auroral particle precipitation in

TIEGCM. The spatial resolution of TIEGCM is 1.25◦ × 1.25◦ × 1/4scale height in

latitude× longitude× altitude (Dang et al., 2018, 2021). Realistic Kp and F10.7 are

used in all simulations. The time step of the TIEGCM simulation is 10 s. Diagnostic

outputs are saved every 5min.

We perform three model runs; the only differences are the auroral energy flux

and mean energy inputs. These three drivers are the empirical auroral model and

the assimilated aurora at low and high resolutions (Figures 3.11a-c). In Run 1, the

empirical model of the Zhang and Paxton (2008) is used as the auroral input to

TIEGCM; In Runs 2 and 3, low- and high-resolution auroral patterns created in this

study are used. The high-latitude electric field input in all runs is the SuperDARN

potential pattern. Since the auroral particle precipitation affects the ionization rate

and, therefore, the electron density, we show TECs from these three runs at 11:50:00

in Figures 3.11d-f and compare with GNSS observations (Figure 3.11g). GNSS TEC

is measured by the trans-ionospheric propagation time difference between two radio

frequencies from the GNSS satellite to the dual-frequency GNSS receiver. This prop-

agation delay difference is directly proportional to the line integral of the electron

density (Vierinen et al., 2016).

Compared with the TEC results driven by the empirical model (Figure 3.11d),

the significant changes after we apply the auroral assimilation maps to drive the

TIEGCM are the TEC enhancement (by a factor of 2) in the midnight sector where
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Figure 3.11: (a-c) Auroral energy fluxes (mWm−2) from Zhang and Paxton (2008)
empirical model, and assimilation maps at low and high resolutions at 11:50:00. All
are projected into MLAT and MLT coordinates. (d-f) TIEGCM simulations of TECs
(TECu) using (a-c) as the drivers for aurora. (g) Simultaneous GNSS TEC observa-
tions. (h-i) Differential TECs (TECu) by subtracting (d) from (e-f), respectively. (j)
Differential TEC (TECu) from GNSS observations (details given in the text). Black
rectangles highlight the regions with enhanced TECs due to the data assimilation
and comparison with observations.
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the SSUSI and THEMIS observations weight in (black rectangles in Figures 3.11e-f).

The changes from low to high resolutions are noticeable in TEC as more mesoscale

structures are seen in the high resolution. We also compare the storm-quiet time

TEC differences in Figures 3.11h-j. From an observational perspective, the differen-

tial TEC is obtained by subtracting the TEC 24 h before the targeted storm-time

(Figure 3.11j), which corresponds to 11:50:00 on 2014-02-19. From the modeling

perspective, we use the Run 1 result, which does not involve data assimilation and

only shows the large-scale pattern as a proxy for the quiet-time response. Figures

3.11h-i demonstrate the differential TECs from TIEGCM simulations by subtracting

Figure 3.11d from Figures 3.11e and 3.11f. The regions and magnitudes of TEC en-

hancements from data assimilation agree with the observations, which means that the

data assimilation can better simulate the mesoscale ionospheric responses to auroral

precipitation. The model simulations with data assimilation capture the locations of

strong TEC responses more precisely than the ones driven by the empirical model.

The differential TECs also show comparable enhancements, which indicates the ro-

bustness of our auroral assimilation method and the resulting improvement.

It is noted that the original data resolutions of both DMSP SSUSI and THEMIS

ASI data are much higher than the TIEGCM. Data assimilation can match the ob-

servation to a large extent but would still be limited by the I-T model, which incor-

porates it as an input. To further simulate small-scale processes and better use the

data assimilation, the resolutions of the I-T models need to be improved. Moreover,

the corresponding physics down to small scales must also be considered. Neverthe-

less, this work highlights the substantial changes from using the empirical model to

data-assimilated aurora as drivers to simulate the responses of the I-T system, which

is essential to understand better and predict the impacts of realistic and localized

magnetospheric energy deposition.
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3.6 Conclusions and Discussion

We introduce a multiresolution Gaussian process model (Lattice Kriging) to

self-consistently synthesize various data sources (satellite, ground-based, and empir-

ical models) for the auroral assimilation for the first time. This model assumes that

the auroral activity follows a Gaussian process. It uses the available data to estimate

the fitting coefficients of the basis functions within the Kriging theory framework.

Then it uses these coefficients to project the estimation to the whole high-latitude

region. The multilevel (or multiresolution) capability is fulfilled by distributing dif-

ferent levels of basis functions with different resolutions. Different scales of aurora

can be assimilated, facilitating the study of multiscale processes like the aurora.

We introduce two preprocessing steps and one postprocessing step to customize

the Lattice Kriging model to auroral assimilation. First, we interpolate the satellite

data temporally to expand the spatial coverage at a particular time. The interpo-

lated satellite data and empirical model (low-fidelity data) are then downsampled to

decrease their weightings and ensure that the assimilation results are dominated by

the satellite and ground-based observations (high-fidelity data) where the low- and

high-fidelity data overlap. These data sources (satellite and ground-based observa-

tions, satellite interpolation, and empirical model) are fed into Lattice Kriging to

obtain the intermediate results. Due to an inherent smoothing effect of the fitting

procedure, which smears out auroral boundaries and introduces nonzero values in the

regions with no aurora (such as polar cap), we generate a postprocessing weighting

map using KNN trained by observations to mitigate these issues. The KNN weight-

ing coefficient indicates how likely one location has significant auroral activity. These

coefficients are multiplied by the intermediate fitting results to eliminate the isolated

points likely caused by measurement noises and unrealistic spreading values produced
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in the intermediate Lattice Kriging modeling. However, the reduced peak values of

aurora due to the smoothing effect are difficult to compensate for. Compared with the

simple padding of satellite and ground-based observations, the auroral assimilation

model can effectively remove the discontinuity at the boundaries of different datasets.

We use the 2014-02-20 case (a moderate geomagnetic condition) as an example

to demonstrate the assimilation procedures and generate the energy flux and mean

energy maps with three different scales. The large-scale maps corresponding to the

low-resolution fitting miss mesoscale structures such as auroral arcs, while the small-

scale maps corresponding to the high-resolution fitting show mesoscale structures

that more closely resemble observations. We then apply the assimilation maps of

low and high resolutions to drive TIEGCM to study the impacts of different scales

on TEC. TEC in the auroral region (especially the midnight sector) generally shows

substantial enhancement that better matches observations after data assimilation due

to increased auroral particle precipitation and ionization. High-resolution auroral

precipitation maps also produce mesoscale structures of TEC. Overall, TIEGCM

simulations highlight the importance of implementing realistic aurora as one of the

magnetospheric drivers to model the mesoscale electrodynamics at high latitudes.

Despite the noticeable advantages of fusing actual data to simulate the mesoscale

auroral structures, the current auroral assimilation model has the following limita-

tions, which may need further improvements. In the data preprocessing step, we

combine SSUSI data over 20min to form a snapshot, then we interpolate over a 2 h

period to expand the data coverage. One limitation of these steps is that the infor-

mation on the development of aurora within that time interval is lost. This may lead

to the distortion of the auroral oval if the aurora changes rapidly during the 20min

interval. For example, if a substorm onset occurred between the time when the dawn

and dusk-side oval was observed, the dawn-side oval would appear expanded, while
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the dusk side would appear contracted. While each side of the oval might appear as

narrow features, they would come from entirely different auroral ovals. Combining

observations from such a situation might lead to a double-edge structure, which is

purely due to the binning of SSUSI data. It is difficult to mitigate this issue by the

technique itself, and more data are needed to solve it fundamentally.

In spatial modeling of the aurora, simplified assumptions may not represent

actual observations when specifying the covariance structure. First, the covariance

matrix used here is derived from a Gaussian Markov random field (which assumes

two locations are correlated only if adjacent, Nychka et al. (2015)). In the real world,

however, even distant auroral regions can be correlated if the aurora in these re-

gions is generated from a closely connected region in the magnetotail (Nishimura

et al., 2020a). The covariance matrix must include an additional term indicating

the medium-to-large range correlation to describe the realistic auroral characteristics

(Cousins et al., 2013; Matsuo, 2020). Second, the auroral activity may not follow

the Gaussian distribution as assumed in this study. Since the different high-latitude

regions connect to different regions in the magnetosphere, the auroral distributions

may not be the same. They may deviate from Gaussian distribution due to the pitch

angle diffusion and other wave-particle interactions (Nishimura et al., 2020b). There-

fore, the mathematical formulation may need to be modified based on a non-Gaussian

process model. Still, Gaussian statistics have good properties for fast computation,

such as the sparse matrix calculation as aforementioned, which satisfies as a start-

ing point. The improvements in the covariance matrix and distribution type solicit

statistical studies of the aurora, which is beyond the scope of this study. Third,

the current methodology can efficiently combine various data sources and coherently

conduct spatial fitting; thus, the boundary issue disappears. However, it is not an

auroral prediction model and cannot be used to predict auroral activity for the next
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time steps. The prediction of aurora may be achieved by the machine learning tech-

nique training a large amount of historical data. For our case, real-time observational

data are still the key to driving models to produce realistic I-T responses. It is worth

pointing out that there may be discrepancies between satellite and ground observa-

tions. For this event, the magnitudes from these two types of observations match to

a large extent despite discrepancies in some small-scale structures. However, if these

two data sources deviate, examining the data quality and downsampling to the one

with lower fidelity is necessary.

It is worth mentioning that the Lattice Kriging modeling is not limited to

scalar field assimilation. Wu and Lu (2022) have extended it to assimilate vector

fields such as electric fields under the curl-free condition. They obtained results with

much smaller errors than the global SHF using SuperDARN data. The fundamental

principles are the same except for the assimilation of electric fields. We need to

project the basis functions of electrical potential (scalar) to electric fields (vector) and

then project them onto the LOS direction, along which the observations are made

(SuperDARN measures LOS ion drifts). Such extended capability makes the Lattice

Kriging modeling appealing for scalar assimilation, such as GNSS TEC measurements,

and wind measurements, such as those from Ionospheric Connection Explorer (ICON)

in the future.
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Chapter 4

Developing a Multi-Resolution

Data Assimilation Model for

Electric Fields

We develop a new methodology for the multi-resolution assimilation of elec-

tric fields by extending a Gaussian process model (Lattice Kriging) used for scalar

fields initially to vector fields. This method takes the background empirical model

as “a priori” knowledge and fuses actual observations under the Gaussian process

framework. The comparison of assimilated results under two different background

models and three different resolutions suggests that (a) the new method significantly

reduces fitting errors compared with the global SHF because it uses range-limited

basis functions ideal for the local fitting and (b) the fitting resolution, determined by

the number of basis functions, is adjustable, and higher resolution leads to smaller

errors, indicating that more structures in the data are captured. We also test the

sensitivity of the fitting results to the total amount of input data: (a) as the data

amount increases, the fitting results deviate from the background model and become
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more determined by data, and (b) the impacts of data can reach remote regions with

no data available. The assimilation also better captures short-period variations in

local PFISR measurements than the SHF and maintains a coherent pattern with the

surrounding. The multi-resolution Lattice Kriging is examined via attributing basis

functions into multiple levels with different resolutions (the fine level is located in

the region with observations). Such multi-resolution fitting has the least error and

shortest computation time, making the regional high-resolution modeling efficient.

Our method can be modified to achieve the multi-resolution assimilation for other

vector fields from unevenly distributed observations.

4.1 Introduction

Ionospheric plasma convection is primarily driven by the electrodynamic pro-

cesses in the magnetosphere, which is controlled by the interaction between the mag-

netosphere and solar wind. Thus, ion convection is a crucial indicator of the iono-

spheric responses to geomagnetic variations. Ion motion can enhance, recede, and

even reverse in reacting to different IMF and solar wind conditions. During disturbed

periods, enhanced ion convection transports mid-latitude plasma into the polar cap,

leading to tongues of ionization and patches, which can disrupt communication and

navigation in the polar region (Buchau et al., 1983; Nishimura et al., 2021a; Weber

et al., 1984). The radio backscatter technique has been widely used to measure ion

motions. For instance, SuperDARN scans over azimuth sectors regularly (typically

2min) and measures LOS ion drifts therein. The LOS ion drift measurements provide

ion convection information over high-latitude and mid-latitude regions. When differ-

ent radars receive signals from different directions at the exact location, the vector ion

drift can be directly retrieved (Bristow et al., 2016; Hanuise et al., 1993). However,
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due to the limited coverage of SuperDARN radars, the rate of an overlapping FOV is

relatively low; thus, the direct derivation of vector drifts from the LOS measurements

is limited (Bristow et al., 1995; Sanchez et al., 1996).

The retrieval of the global convection pattern from LOS measurements using

other techniques has long been investigated. Best-known techniques include Super-

DARN SHF (Ruohoniemi and Baker, 1998) and AMIE (Richmond and Kamide, 1988).

SuperDARN SHF derives vector ion drifts by minimizing the weighted squared errors

between the LOS ion drifts and spherical harmonic expansions. The fitted patterns

are widely used in quiet- and storm-time studies (Maimaiti et al., 2018; Zhang et al.,

2020). AMIE uses spherical cap harmonics as the basis function to fit the LOS ion

drifts. It provides more realistic high-latitude electric fields in the storm time than

the empirical models (Hsu et al., 2021; Lu et al., 2020; Richmond, 1992). Both meth-

ods use a known background model to provide constraints in the fitting process. The

degree of the fitting precision, referred to as “resolution”, is controlled by the order

of basis functions, which describes the number of harmonics along the longitudinal

circle. The background model is weighted for both methods where no observations

are available. More model points are sampled for higher orders, so the patterns are

more heavily weighted by the background model (Bristow et al., 2016). Thus, for

those methods using global basis functions (e.g., spherical harmonics and spherical

cap harmonics), the fitting is constrained by limiting the sampling of the background

model; thus, the fitting resolution cannot be too high. A typical choice is on the order

of 10◦ in longitude and 2◦ in latitude (Lu, 2017; Matsuo, 2020).

Nevertheless, the M-I-T coupled system embraces a variety of critical medium-

to-small-scale electrodynamic processes, which are below the resolution resolvable by

SuperDARN SHF or AMIE methods. The electric fields at the polar cap and au-

roral region exhibit cross-scale power spectra from planetary scales down to 0.5 km
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(Golovchanskaya and Kozelov, 2010a; Kozelov and Golovchanskaya, 2006), which lead

to the deviation from the global large-scale two-cell ion convection pattern (Cousins

and Shepherd, 2012a,b). Small-scale electric fields have often been observed and

found to impact the energy budget during magnetic storms (Codrescu et al., 1995;

Cosgrove and Codrescu, 2009). Wu et al. (2020) found that an accurate specifica-

tion of the local electric fields varying in short temporal scales and satellite-observed

auroras showing small-scale spatial variations is essential to reproduce the observed

local temperature enhancement (500K) and inversion layer in the E region (130 km).

Sheng et al. (2020) found that using ground-based auroral imager observations char-

acterized by mesoscale features better resolves the large-scale TADs than empirical

auroral maps. These studies illustrate that better quantifying energy inputs fusing

data information with regional scales significantly improves the simulation of iono-

spheric/thermospheric responses to geomagnetic storms.

Several methods have been proposed to accommodate the high-resolution data

to use better the LOS ion drift measurements, typical of 1◦ (e.g., SuperDARN). For

example, Amm et al. (2010) used Spherical Elementary Current Systems (SECS)

as the basis functions and solved the coefficients of SECS using the divergence-free

condition of ion drifts. This method does not rely on “a priori” information provided

by background models. Bristow et al. (2016) proposed a local divergence-free fitting

technique, which also relies on the divergence-free assumption of ion drifts. The

relation between the vector field and its LOS component is imposed as an additional

constraint of the system from which the vector ion drift is derived during the fitting

process. Large-scale SHF results are imposed as boundary constraints and as “a

priori” knowledge to the framework. Both methods produce vector ion drifts at

higher resolutions than the typical global basis function fitting technique.

Here, we propose an alternative method of retrieving vector ion drifts or equiv-
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alently electric fields, out of the LOS measurements using a multi-resolution Gaussian

process model called Lattice Kriging (Nychka et al., 2015). This methodology has

been used to analyze surface temperatures and make the prediction at regions with-

out observations (Heaton et al., 2019; Wiens et al., 2020). However, the previous

applications of the Lattice Kriging method are largely limited to the assimilation of

scalar fields. In this paper, we develop an extension of this methodology and apply

it to the assimilation of vector fields, that is, electric fields in our case. Such an

extension assumes that the high-latitude electric field is curl-free (equivalent to the

divergence-free constraint of ion drifts). The electric potential can be retrieved over

the whole domain using LOS information on electric fields and certain background

models. By adjusting the sparseness/fineness of the basis functions in multiple levels,

the model can be used to study the multi-resolution structures of the electric field.

Our testing results show that the fitted results follow the inputs locally and over the

high-latitude region where SuperDARN observations are available. The method re-

duces the error of LOS electric fields, and the improvement is more significant when

a set of higher-resolution basis functions is used.

The mathematical formulation is presented in Section 4.2, including a synthetic

test to verify the formulation. Then, we apply this method to actual observations

(i.e., SuperDARN and PFISR) to explore its applicational performance (Section 4.3).

Conclusions are given in Section 4.4.
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4.2 Methodology

4.2.1 Fundamental Formulation of Lattice Kriging for Data

Assimilation

The full derivation is skipped since it has been discussed in Section 3.3.1.

Conventionally, electrical potentials are denoted as φ. But in Section 3.3.1,

the basis functions also share the same symbol. In distinguishing between these two,

the basis functions are re-denoted as R in this chapter. The specific form of RBF

used in this study is

R(s) =


(1− s)6 (35s2 + 18s+ 3) /3, 0 < s < 1

0, otherwise

where s is the normalized distance between observations and basis functions. Even

though Nychka et al. (2015) use RBF as the basis function, the choices of basis

functions are flexible as far as the function is range limited, which enables localized

fitting. The basis functions can be easily modified to accommodate applicational

needs.

4.2.2 Extension of Lattice Kriging to Assimilate Electric Fields

A straightforward approach to vector field modeling is to perform data assim-

ilation separately for its components. However, as mentioned earlier, the measure-

ments are only LOS components for electric fields, so such independent fitting is not

feasible. Therefore, to derive the electric field from its LOS component, an additional

equation that relates the two orthogonal components of the vector must be used as a
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constraint. For electric fields, we can use the curl-free condition, which is a reasonable

approximation in the I-T system (Eccles, 1998; Mayr and Harris, 1978)

∂Ey

∂x
=
∂Ex

∂y

This differential equation indicates that these two variables are not independent. Us-

ing this relation, only one unknown parameter must be derived despite the electric

field having two components. By using this relation and projecting the vector elec-

trical fields to the LOS direction along which the LOS drifts have measurements, the

retrieval of Ex and Ey is possible and described as follows.

With the curl-free condition for electric fields, a common practice is to define

a scalar potential φ satisfying

E = −∇φ

Then, the curl-free condition is automatically satisfied.

Since electric fields and potentials are related by partial derivatives, a natural

choice to obtain the basis functions of electric fields is by taking the directional

derivatives of potential fields. We choose the basis function of the potential field φ

to be the RBF R(x) following Nychka et al. (2015). We further define two functions

Rx(x) and Ry(x), which are related to R(x) by

Rx(x) = −
∂R(x)

∂x

Ry(x) = −
∂R(x)

∂y

Therefore, if the potential field is decomposed onto a set of Rj(x) with coeffi-
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cients cj satisfying that

φ(x) =
m∑
j=1

cjRj(x)

Then, the components of the electric fields will follow the relation

Ex(x) = −
∂φ(x)

∂x
= −

m∑
j=1

cj
∂Rj(x)

∂x
=

m∑
j=1

cjRx,j(x)

Ey(x) = −
∂φ(x)

∂y
= −

m∑
j=1

cj
∂Rj(x)

∂y
=

m∑
j=1

cjRy,j(x)

(4.1)

This suggests that Rx(x) and Ry(x) are basis functions of Ex(x) and Ey(x),

respectively. Equation (4.1) can be rewritten into a vector form as

E(x) = −∇φ(x) = −
m∑
j=1

cj∇Rj(x)

To further relate the electric field E(x) with its LOS component, we project

every electric field observation onto its corresponding LOS direction k(xi)

ELOS(xi) = E(xi) · k(xi) = −
m∑
j=1

cj∇Rj(x) · k(xi) =
m∑
j=1

cj(−∇Rj(x) · k(xi))

This is equivalent to defining a new set of observation-dependent basis functions

RLOS,j(xi) = −∇Rj(xi) · k(xi)

and projecting the LOS electric field onto the new basis set

ELOS(xi) =
m∑
j=1

cjRLOS,j(xi)
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Gaussian process model for LOS electric field then becomes

yLOS = ZLOSd+RLOSc+ εLOS (4.2)

ZLOS is the projection of background model values onto the LOS direction. εLOS is the

measurement error of the LOS electric field. After obtaining BLUPs of d̂ and ĉ using

the observations of LOS electric fields (yLOS), the potential field can be reconstructed

using Equation (3.3).

In summary, we reduce the electric field (vector) modeling problem into the

fitting of its LOS component (scalar) assuming the curl-free condition and use the

fitting information of d̂ and ĉ from the LOS measurements to simulate electric po-

tentials for all locations over the domain. This approach is a simplified formulation

of Fan et al. (2018), which uses Helmholtz-Hodge decomposition to study a broader

range of vector fields on a sphere.

4.2.3 Validation Test Using Synthetic Inputs

The electric field Lattice Kriging is validated using an artificial two-cell po-

tential map with an arbitrary statistical background model in a 2-D plane. The test

domain is −4 < x < 4 and −2 < y < 2. In order to apply Equation (4.2) to esti-

mate the BLUPs of d̂ and ĉ, we need to input yLOS (LOS electric fields), ZLOS (LOS

projection of the background model), and εLOS.

yLOS is obtained from a reference potential φ, which is a combination of two

cells with equal magnitudes centered symmetrically around the origin

φ(x, y) =
1

1 + (x− 1)2 + y2
− 1

1 + (x+ 1)2 + y2
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Then, the two electric field components are

Ex(x, y) = −
∂φ(x, y)

∂x
= 2

(
x− 1

[1 + (x− 1)2 + y2]2
− x+ 1

[1 + (x+ 1)2 + y2]2

)
Ey(x, y) = −

∂φ(x, y)

∂y
= 2

(
y

[1 + (x− 1)2 + y2]2
− y

[1 + (x+ 1)2 + y2]2

)

The locations of inputs into the fitting model are taken randomly within the

whole test domain. The azimuth angle θi at each location is randomly chosen from 0

to 2π. Then, the LOS direction is

k(xi, yi) = ı̂ cos θi + ̂ cos θi

The projection of the electric field in the LOS direction is

ELOS(xi, yi) = E(xi, yi) · k(xi, yi)

Such LOS electric fields are fed into the model as yLOS. These chosen LOS electric

fields in real applications correspond to the spatially scattered LOS observations. All

error terms (εLOS) are taken as identities for simplicity.

In this validation test, the background potential model is taken as a linear

function in the x direction

Zφ(x, y) = x

Then, the background LOS electric field model (ZLOS) is

ZLOS = −∇Zφ(xi, yi) · k(xi, yi) = −ı̂ · (ı̂ cos θi + ̂ cos θi) = − cos θi

Following Equation (4.2), we obtain BLUPs of the model parameters d̂ and ĉ. Then we
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simulate potential over the whole domain out of the obtained d̂ and ĉ using Equation

(3.3). The simulated potential φ′ is then compared with the reference potential φ

(Figure 4.1).

Figure 4.1: (a) Reference electric potential; (b) model inputs of LOS electric fields
at selected locations; (c) background potential model; (d) fitted potential; (e) SD of
fitted potential; (f) errors of fitted potential, (d-a). Units are arbitrary.

Figure 4.1a shows the reference potential field over the whole domain. Figure

4.1b shows LOS electric fields chosen for the model fitting. The background potential

model is shown in Figure 4.1c. The fitted potential is depicted in Figure 4.1d, with its

uncertainty/SD shown in Figure 4.1e. Figure 4.1f is the fitting error, which is defined

as the difference between output (Figure 4.1d) and reference (Figure 4.1a). Note that

SD and fitting error are magnitudes smaller than the field. The minor errors and the

agreement between the original (reference) and fitted potentials confirm the validity

of extending Lattice Kriging to assimilate vector fields.

4.2.4 Multi-Resolution Modeling by Using Multiple Levels

The math derivation is skipped since it has been discussed in Section 3.3.2.

Figure 4.2 gives another example of a multi-level setup of the basis functions.

Throughout the fitting process, the coefficients of every basis function for each
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Figure 4.2: Examples of the configuration of multi-level basis functions in (a) 1-D
and (b) 2-D. Units are arbitrary.

level are obtained, then used to reconstruct the field at this level. The final fitting

result is a weighted mean of the reconstructed fields at all levels. The weighting factors

depend on the application and can be adjusted toward small scales by attributing large

weights on fine levels or toward large scales by putting large weights on coarse levels.

In real applications, the finer grids are suggested to be located in the regions with

more observations.

4.2.5 Data Preparation and Boundary Treatment for Electric

Field Assimilation

The model setup for assimilating actual observations is similar to the validation

test (Section 4.2.3) except that the coordinate system is different. The coordinate

system used in simulating electric fields is a scaled plane coordinate system on the

sphere’s surface centered at the magnetic north pole. The coordinate transform from
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MLAT and MLT to the model coordinates in the northern hemisphere is provided

in Equation (3.5). After the data assimilation, the inverse coordinate transform is

performed to obtain magnetic coordinates.

In the high-latitude ionosphere, the plasma motion is dominated by the drift

motion

v =
E ×B

B2
(4.3)

So, all ion drift measurements used in this study are transformed to equivalent electric

fields using

E = −v ×B (4.4)

For current development, the lower latitude boundary is set at 30◦ MLAT, where we

assume the electric field vanishes. Since typical electric field observations are on the

order of 10mVm−1 and the errors are about 1/5-1/3 of the observations, the setup of

the boundary condition consists of small values (10−3 mVm−1) with significant errors

(100mVm−1). The small value term is used to force the fitting results to approach 0

at the boundary, while the significant error term is to minimize the boundary impact

on the fitting of the internal field (poleward of 50◦ MLAT), which is the focus of this

study.

4.3 Application of Lattice Kriging to Real Obser-

vations

The validation test demonstrates that Lattice Kriging can recover the synthetic

electric fields (Section 4.2.3); now, we apply it to actual observations and examine

its performance. We choose the St. Patrick’s Day storm (2015-03-17) as an example
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because it is the strongest geomagnetic storm in the solar cycle 24 and has reasonable

SuperDARN data coverage. Figure 4.3 shows the geomagnetic indices during the

two-day storm period. IMF Bz turns south at around 05:00:00 on 2015-03-17 (Figure

4.3a), marking the start of the geomagnetic storm. The southward Bz lasts for almost

one day before it returns to neutral at around 05:00:00 on 2015-03-18, after which

there are still minor IMF variations. IMF By is quite variable during the time. Figure

4.3b shows solar wind velocities and densities. The enhancement in the solar wind is

evident during the southward Bz period. Figure 4.3c shows AE indices. Substantial

AE variations indicate that the auroral activity is high during the time. The SYM-H

index is shown in Figure 4.3d, from which we can tell that the significant substorm

activity lasts until midnight in 2015-03-17 and the storm is still in the recovery phase

till midnight in 2015-03-18.

During this time, there are 19 northern hemisphere SuperDARN radars oper-

ating. For reference, the names and locations are given in Table 4.1. The gridded

ion velocity data are used, which have a spatial resolution of 0.5◦ and temporal res-

olution of 2min. We will first use SuperDARN LOS ion drift data to perform data

assimilation and analyze the errors using different statistical background models and

resolutions in Section 4.3.1. Multi-level fitting is discussed in Section 4.3.2. Then,

we add the measurements from PFISR into the data assimilation and compare the

assimilated results locally (Section 4.3.3).

4.3.1 Assimilation of Electric Potential Using SuperDARN

Data

We carry out six different settings for the fitting, which comes from the com-

bination of two different background models (SuperDARN SHF and Weimer (2005)
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Figure 4.3: Geomagnetic indices on 2015-03-17 and 2015-03-18: (a) IMF By and Bz,
(b) solar wind velocity and density, (c) AE indices, and (d) SYM-H.
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Radar Name GLAT GLON MLAT MLON Code ID
Kapuskasing 49.39 −82.32 60.2 −8.3 kap 3
Saskatoon 52.16 −106.53 60.9 −43.8 sas 5

Prince George 53.98 −122.59 59.6 −64.3 pgr 6
Kodiak 57.62 −152.19 57.2 −94.9 kod 7

Pykkvibaer 63.77 −20.54 64.6 67.3 pyk 9
Hankasalmi 62.32 26.61 59.1 104.5 han 10
King Salmon 58.68 −156.65 57.5 −99.1 ksr 16

Wallops Island 37.93 −75.47 48.7 0.8 wai 32
Blackstone 37.10 −77.95 48.2 −2.7 bks 33

Hokkaido East 43.53 143.61 37.3 −144.9 hok 40
Hokkaido West 43.54 143.61 37.3 −144.9 hkw 41

Inuvik 68.414 −133.772 71.5 −85.1 inv 64
Rankin Inlet 62.82 −92.113 72.6 −26.4 rkn 65

Fort Hays West 38.86 −99.39 48.9 −32.2 fhw 204
Fort Hays East 38.86 −99.39 48.9 −32.2 fhe 205

Christmas Valley West 43.27 −120.36 49.5 −58.3 cvw 206
Christmas Valley East 43.27 −120.36 49.5 −58.3 cve 207

Adak Island West 51.88 −176.63 47.6 −113.0 adw 208
Adak Island East 51.88 −176.63 47.6 −113.0 ade 209

Table 4.1: A list of the radars that provide LOS ion drift observations on 2015-03-17.
From left to right, the columns show the name, GLAT, GLON, MLAT, Magnetic
Longitude (MLON), code, and station ID of the radar.
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model) and three different resolutions (2◦, 5◦, and 8◦ in longitude and latitude). In

all cases, the basis functions fill the whole domain with equal distances, a single-

resolution assimilation for each setting. Since the fitting domain is set as a square

with edge length 60◦ × 2 = 120◦, and the basis functions are equally spaced, the

number of basis functions used is then (120/r + 1)2, where r is the resolution. For

the three cases mentioned in this section, 256 basis functions are used for the 8◦ case,

625 basis functions are used for the 5◦ case, and 3721 basis functions are used for

the 2◦ case. Figure 4.4a shows SuperDARN LOS ion drift measurements at 09:37:00

on 2015-03-17. In this study, we examine the impact of the background model on

the data assimilation results by using SuperDARN SHF potential maps versus the

Weimer model, shown in Figures 4.4b-c, respectively. Both SuperDARN SHF and

Weimer potentials give two-cell patterns of similar magnitudes. In SuperDARN SHF

potential, the peak magnitude is about 30 kV, while in the Weimer model, the peak

magnitude is slightly larger at about 40 kV. The positive cell of SuperDARN SHF

potential is located at a lower MLAT than the Weimer model. SuperDARN SHF

potential shows more spatial variations, while the Weimer model is more uniform.

The background potential maps are used to derive LOS electric fields and used as

ZLOS in Equation (4.2) for the assimilation procedure.

Figures 4.4b1-b3 and 4.4c1-c3 show assimilated electric potentials for the six

different settings with SuperDARN SHF and Weimer as background models, respec-

tively. Using the same background model, the fitted results of different resolutions

are generally similar except with slightly different magnitudes. A cross-comparison of

different background models (e.g., Figure 4.4b1 vs. 4.4c1, 4.4b2 vs. 4.4c2, and 4.4b3

vs. 4.4c3) shows that the fitted potential is smoother. The negative cell has a larger

amplitude using the Weimer model than SuperDARN SHF, even though the general

two-cell structure is similar.
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Figure 4.4: (a) SuperDARN LOS ion drift measurements, (b) SuperDARN SHF po-
tential, (c) Weimer potential model, (b1-b3) fitted potentials using SuperDARN SHF
potential as the background model, (c1-c3) fitted potentials using the Weimer model
as the background model. Units are mVm−1 for electric fields and kV for potentials.
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To examine how the fitting results are related to the background model, we

compare Figures 4.4b1-b3 with 4.4b (SuperDARN SHF) and Figures 4.4c1-c3 with

4.4c (Weimer model). Figures 4.4b1-b3 are similar to Figure 4.4b to a large extent

because SuperDARN SHF is primarily fitted upon SuperDARN LOS ion drift mea-

surements, which has already contained a large bulk of the observational information.

One noticeable change is that the negative cell becomes more negative after applying

Lattice Kriging. On the other hand, from the Weimer model to the fitting result

using it as a background model (Figures 4.4c vs. 4.4c1-c3), significant differences are

seen: (a) the comparable magnitudes of the positive and negatives cells are modi-

fied to a very negative cell (below −80 kV) and a mild positive cell (30 kV), (b) the

unequal areas of the two cells are modified to be approximately equal, and (c) the

negative cell is moved to a lower MLAT. Such modifications result from fusing the

real-time observed LOS electric fields, which are not captured in the Weimer empiri-

cal model. The fitting process weighs more on the observations than the background

model; therefore, the fitting results are dominated by observations whenever they are

available.

From Figure 4.4c (original Weimer model) to 4.4c3 (fitted results using Weimer

as background model), the potential pattern changes significantly even in regions

where data coverage is sparse, for example, the post-noon sector from 12MLT to

18MLT. We perform several tests to examine how the input data impact the fitting

process by varying the total amount of data inputs. The fitting results in 8◦ using

the Weimer background model are shown in Figure 4.5. In the extreme case that no

data are inputted into the model, the fitting result (Figure 4.5c) is the same as the

background model. In this case, no data are incorporated into the fitting process.

The result converges to the background model with d = 1 and c = 0 in Equation

(3.2), which further validates our method. In Figure 4.5d where we only include
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sparse observations from 12MLT to 24MLT, the fitting result still appears close to

the background model. As more data are used (from Figure 4.5d to 4.5f), the fitting

results gradually deviate from the background model and become more determined

by the data. This test suggests that data can significantly influence the background

patterns in the region away from the data. In other words, the impacts of data tend

to be remote and global.

Figure 4.5: (a) Input data coverage at 09:37:00, (b) electric potentials from Weimer
model, (c) fitting results with no input data, (d) fitting results with data only from
12MLT to 24MLT, (d) fitting results with data only from 0MLT to 12MLT, (e)
fitting results with all available data.

To demonstrate how the fitting process introduces mesoscale variations in elec-

tric fields and ion drifts (converted from electric fields using Equation (4.3)), the

fitting results in 2◦ using Weimer as the background model at 09:37:00 are shown

in Figures 4.6a1-a2. Electric field and ion drift solely from the Weimer model are
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shown in Figures 4.6b1-b2 for comparison. Apparent differences exist, and the fitted

maps show more regional structures than the empirical Weimer model. For instance,

around 70◦ MLAT and 0MLT, the local divergence and convergence in electric fields

(Figure 4.6a1) and local ion drift vortices (Figure 4.6a2) are only seen in the fitted

maps. Mesoscale electric fields, which are missing in the empirical model, start to

emerge when SuperDARN observations are included in the fitting process.

To better evaluate the fitting outcome and performance, we analyze the fitting

error defined as Root-Mean-Square Error (RMSE) regarding the LOS electric field

differences between fitted results and observations.

ε =

√√√√ 1

n

n∑
i=1

(−∇φ(xi) · k(xi)− ELOS(xi))2

where n is the total points of observations, φ(xi) is the fitted potential, and −∇φ(xi)·

k(xi) gives its projection onto the fitted LOS electric field. ELOS(xi) is the observed

LOS electric field.

Figure 4.7 compares the fitting errors from all cases, and the errors solely from

background models are also shown as a reference. Figures 4.7a1-b1 show fitting errors

at 09:37:00. In Figure 4.7a1, the fitting errors decrease as resolutions increase. The

errors are smaller than those from SuperDARN SHF, which means that the fitting

process successfully reduces the errors and captures more information in the data

as resolution increases. The fitting error of using 2◦ resolution decreases by 30%

compared with the background model. In Figure 4.7b1, the fitting errors decrease by

more than half compared with the Weimer model, and more significant improvements

are seen in the higher resolution assimilation. Cross-comparing Figure 4.7a1 with

4.7b1 in each resolution, the fitting errors are of a similar magnitude no matter which

background model is invoked. This confirms that the fitting results are not sensitive
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Figure 4.6: (a1) Fitted electric field, (b1) Weimer electric field, (a2) fitted ion drift,
(b2) Weimer ion drift. The potential is overplotted in all subfigures. Arrows represent
electric fields or ion drifts; the color contour represents the fitted potential. Units are
mVm−1 for electric fields, km s−1 for ion drifts, and kV for potentials.
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to the background model when sufficient observations are available.

Figure 4.7: RMSE comparison of the fitting results: (a1) RMSE of the LOS electric
fields using SuperDARN SHF as background model at 09:37:00; (b1) same as (a1)
except for using Weimer model as the background model. (a2-b2) RMSE during the
day using SuperDARN SHF and Weimer as background models, respectively. The
errors of the Weimer model are divided by 2 in (b2) for display purposes. Red, blue,
and yellow colors are for the fitting results under the resolutions of 2◦, 5◦, and 8◦,
respectively, while black is for the background model.

Figures 4.7a2-b2 show the fitting errors during the whole day (the results of

2◦ and 5◦ are given as examples). RMSE in the Weimer model is divided by 2 for

displaying purposes in Figure 4.7b2. Lattice Kriging generally reduces the LOS elec-

tric field error when 2◦ and 5◦ of fitting resolutions are used. In Figure 4.7a2, the

121



fitting results using SuperDARN SHF decrease the error by more than 30% during

07:00:00 and 15:00:00, while in Figure 4.7b2, the fitting results using Weimer back-

ground model decrease by more than half during most of the time. The fitting errors

decrease with increasing fitting resolutions in both cases following Figures 4.7a1-b1.

This implies that more data structures are captured using higher resolutions, and

Lattice Kriging generally performs better than the fitting using global harmonics.

4.3.2 Multi-Resolution Assimilation of Electric Fields Using

SuperDARN Data

To demonstrate the capability of multi-resolution data assimilation (Section

3.3.2), we set up two-level basis functions to perform the fitting and analyze the

results (Figure 4.8a). The basis functions of the coarse level are separated by 5◦

and cover the whole domain; those of the fine level are separated by 2◦ and only

cover half of the domain. Note that for the pure 2◦ and 5◦ cases, a single resolution

(either 2◦ or 5◦) is used throughout the whole domain. In Figure 4.8a, the outer

circle marks the low-latitude boundary at 30◦ MLAT, and the middle circle marks

the 50◦ MLAT circle, which is of our concern and outputted. The multi-level fitting

region (inner square in Figure 4.8a) largely overlaps with the output domain (middle

circle in Figure 4.8a). Such configuration (fixed-hybrid fitting) is designed to take

advantage of the most available SuperDARN observations, primarily poleward of 50◦

MLAT.

Figure 4.8b shows the fitted potential and electric field at 09:37:00. Compared

with Figures 4.4b1-b3, the large and mesoscale structures are similar. The fitting error

shown in Figure 4.8c is slightly smaller than the 2◦ fitting error, which indicates that

the fixed-hybrid fitting can better simulate the mesoscale structures of the electric
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Figure 4.8: Multi-resolution fitting case: (a) Two-level basis function setup, (b) fitted
potential and electric field, (c) comparison of fitting errors with 2◦ and 5◦ cases, and
(d) fitting errors for all day. Units are mVm−1 for electric fields and kV for potentials.
The correspondence of x and y in (a) with MLT and MLAT can be found in Section
4.2.5.
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field. Figure 4.8d shows the fitting errors for the whole day. Again, the fixed-hybrid

fitting has the lowest errors most of the time. We list the averaged RMSEs of LOS

electric fields throughout the day for all cases in Table 4.2. The top row indicates

the resolution used for each case, and the first left column indicates the selection

of the background model. The daily mean error from the background model itself

is listed in the last column. Using SuperDARN SHF as the background model, the

fixed-hybrid fitting decreases the RMSE by 29%, and the pure 2◦ case decreases by

19%, compared with the background model itself. Using Weimer model, these two

decreases are 68% and 66%, respectively.

Fixed-hybrid Auto-hybrid 2◦ 5◦ 8◦ BG
SuperDARN 5.71 6.51 6.44 7.37 7.64 7.99

Weimer 5.46 6.45 5.80 7.67 8.81 17.11

Table 4.2: Daily Means of RMSEs of LOS Electric Fields for All Cases (Unit is
mVm−1)

Here, the multi-level case applies the high-resolution grids to a fixed region,

but the actual measurements and data coverage usually change with time. Applying

high-resolution grids to the region without data coverage causes a waste of computing

time, and no substantial improvement is guaranteed. We perform a new test case with

an auto-hybrid fitting approach (distinguished from the aforementioned fixed-hybrid

fitting). The new setup of the auto-hybrid fitting consists of two levels: the low-

resolution (5◦) level covers the whole domain, while the high-resolution (2◦) level is

implemented in the region with observations, that is, determined by the data. We

apply an auto adjustment to the high-resolution level every time to collocate the basis

functions with observations. From the fixed-hybrid fitting to this auto-hybrid fitting,

since the high-resolution basis functions in regions where observations are unavailable

are removed, it has fewer basis functions than the fixed-hybrid fitting. The fitting
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error of the auto-hybrid fitting is shown in Figure 4.9 as the blue line. The fitting

errors from the uniform 2◦ basis setup (black line) and the fixed-hybrid fitting (red

line) are also plotted in the figure. The errors from the auto-hybrid fitting are only

slightly larger than the fixed-hybrid fitting and of similar magnitude as the 2◦ case.

Figure 4.9: Fitting errors (RMSE) using (a) SuperDARN SHF as background model,
(b) Weimer model as a background model. Red lines show fitting errors from the fixed
multi-level setup. Blue lines show fitting errors from the auto-adjusted multi-level
setup, and black lines show fitting errors from the uniform 2◦ setup for comparison.

It is worth mentioning that the computation time for the fixed-hybrid fitting

is 40% shorter than the pure 2◦ case. The auto-hybrid fitting enables a time decrease

of 80%, which suggests that with a proper setup of basis functions, the auto-hybrid

fitting is likely the most affordable and efficient choice for regional high-resolution
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assimilation.

4.3.3 Local Electric Field Modeling Using PFISR Data

On 2015-03-17, PFISR was operating in several different modes (IPY27_Track-

ing, Freg732, LTCS35, and WorldDay35) during the day, and ion drifts from all modes

over Poker Flat as available are used to derive electric fields (Equation (4.4)) for the

entire storm period. The derived PFISR electric fields are then fed into the data

assimilation model with SuperDARN measurements to obtain the electric fields. The

spatial resolution of PFISR measurements is 0.25◦, and the temporal resolution is

typically every 1min to 2min.

Figure 4.10 shows the 2◦ fitted electric fields at Poker Flat when using Super-

DARN SHF as the background model. PFISR measurements and the electric field

from SuperDARN SHF are also plotted for comparison. Roughly speaking, the back-

ground model agrees well with PFISR measurements though some large fluctuations

are missing (e.g., Ex at 08:30:00, 12:00:00 and Ey at 06:30:00, after 11:00:00). Instead,

the fitted eastward and northward electric fields from Lattice Kriging capture such

large fluctuations and follow the actual PFISR observations more closely. For exam-

ple, the positive Ey peak at 06:30:00 underestimated in SuperDARN SHF is largely

elevated to a comparable level to PFISR measurements, while at 07:30:00 the peak

only present in the background model is attenuated and becomes more comparable

with PFISR by the fitting process. Nevertheless, there are periods when the fitting

results deviate from the observations, such as Ex after 12:00:00. The ambient Su-

perDARN LOS electric field measurements might influence the fitting results during

these periods, which show differences from PFISR.

In summary, Lattice Kriging can capture the short-period variations shown in
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Figure 4.10: (a) Eastward and (b) northward electric fields at Poker Flat. The dotted
black lines are PFISR observations, blue lines are SuperDARN SHF, and red lines
are Lattice Kriging fitted results.
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the local data and maintain the coherence to the ambient electric fields to a large ex-

tent. Compared with just padding the local observations into the background model,

Lattice Kriging avoids the discontinuity problem and largely fuses the information

from real, local observations.

4.4 Conclusions and Outlook

This paper develops a new methodology to assimilate high-latitude electric

fields by extending the Lattice Kriging framework to vector fields. This modeling

assumes that the fitted field is a Gaussian process. By combining the background

model (SuperDARN SHF or Weimer model in our case) used as “a priori” knowledge

and the available observations (SuperDARN and PFISR), the means, variances, and

covariances of the to-be-assimilated variables (electric fields and ion drifts) are calcu-

lated and further used to reconstruct the fields where no observations are available.

This methodology assimilates the observational data and provides the fitted results

for the whole domain of interest.

We systematically evaluate the performance of Lattice Kriging using different

resolutions and background models. We first assimilate the electric fields for the St.

Patrick’s Day storm (2015-03-17) with SuperDARN data. When the same amount

of data is provided, the fitting results are similar to whichever background model is

used. This suggests that data is more important than the background model in fitting

the electric fields. By varying the amount of input data, we find that the impacts

of data tend to be remote and reach the regions without observations. Compared

with the background model, data assimilation leads to considerable decreases in the

RMSE of the LOS electric field. Such improvement is more significant against the

Weimer model than SuperDARN SHF, likely because the former is empirical, while
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the latter has already incorporated some of the data information. Comparing across

the different fitting resolutions (2◦, 5◦, and 8◦ in our case), higher resolution always

leads to smaller RMSE, suggesting that more details in the observations are captured

with more basis functions (higher resolutions) used in the fitting model.

We demonstrate the capability and advantages of multi-resolution modeling

using multi-level basis functions. 2◦ in the fine level and 5◦ in the coarse level are

adopted to form a two-level framework as an example. Two types of configuration

of the high-resolution (2◦ in this case) grids are tried. The fixed-hybrid grid covers

the most prominent region where all the data appear and uses it as a fixed region

for high-resolution fitting. The auto-hybrid grid adjusts the high-resolution region

according to the real-time data coverage. The fixed-hybrid fitting errors further de-

crease compared with the pure 2◦ case, and the computation time shortens by 40%.

The auto-hybrid fitting has a similar fitting error as the pure 2◦ case. The decrease of

computation time reaches 80%, suggesting that (a) the multi-level basis function can

further improve the fitting, (b) using the relatively coarse grid in the region without

observations does not degrade the performance and saves computational cost, and

(c) the auto-hybrid fitting provides an efficient way to perform the regionally high-

resolution data assimilation. Using SuperDARN SHF as the background model, the

multi-level assimilation decreases RMSE by 29%, and 2◦ case decreases by 19%, com-

pared with the background model itself. High-resolution observations can be better

assimilated using the multi-level basis function setup (especially auto-hybrid fitting)

with affordable computational resources.

Even though the multi-level basis function setup can effectively reduce er-

rors compared with other setups, the errors are still substantial (daily mean of

5.71mVm−1 for the auto-hybrid fitting and 6.51mVm−1 for the fixed-hybrid fitting).

There are two possibilities to reduce the errors further: (a) The covariance matrix is
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to be improved. The covariance matrix used here is derived from a Gaussian Markov

random field (which assumes two locations are correlated only if adjacent, Nychka

et al. (2015)). However, electric potentials/fields are not necessarily uncorrelated,

even if they are apart for some distance. Strictly, an additional term indicating the

medium-range electric field correlation needs to be included in the covariance ma-

trix to describe the real-world electric field characteristics, and (b) the mathematical

formulation is to be modified based on non-Gaussian process models. The current de-

velopment assumes the electric field is a Gaussian process, while in the real world, the

distribution of electric fields deviates from Gaussian (Golovchanskaya and Kozelov,

2010a,b). Still, Gaussian statistics have good properties for fast computation, such as

the sparse matrix calculation as aforementioned, which satisfies as a starting point.

Further, we include PFISR observations in the model. The fitting results

at Poker Flat better capture the short-period electric field variations shown in the

data than those from the global SHF (i.e., SuperDARN SHF). This indicates that our

method can efficiently fuse and then recover the local measurements and, importantly,

maintain the coherence of the patterns with the ambient electric fields.

The decreases in RMSE, the flexibility of incorporating various data sources,

and the benefits of the multi-level setup embedded in Lattice Kriging show that it is a

powerful tool in the data assimilation application. The application of such a method

is not limited to an electric field and ion drift. Still, it can also be applied to other

physical quantities, such as FAC as a scalar field and wind as a vector field. We use

the curl-free assumption for electric fields to provide an additional constraint for the

modeling. For neutral winds in relatively large scales (e.g., planetary and synoptic

scales), the vertical gradient of the vertical wind is negligible, and the horizontal

winds are approximately divergence-free. A stream function is well-defined with the

divergence-free assumption. Defining basis functions similarly as mentioned in Section
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4.2, the modeling of the stream function using horizontal wind measurements can be

similarly formulated. The new Michelson Interferometer for Global High-resolution

Thermospheric Imaging (MIGHTI) instrument onboard ICON provides neutral wind

measurements over the mid-latitude and low-latitude regions, which may provide an

optimal data set to assimilate the multi-resolution structures of neutral dynamics

using Lattice Kriging.
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Chapter 5

Applying Data-Driven Aurora and

Electric Fields to TIEGCM in

Studying the I-T Responses during

the 2015 St. Patrick’s Day Storm

Through Chapters 3-4, we describe the new data assimilation method for au-

rora and electric fields in detail. A natural question arises: how does this method per-

form in real applications? To answer this question, we choose the 2015 St. Patrick’s

Day storm when substantial vertical wind measurements (over 50m s−1) occur at sev-

eral stations in Alaska. This chapter uses TIEGCM and the new data assimilation

method to study the global and local storm impacts.

As one of the strongest geomagnetic storms in Solar Cycle 24, the 2015 St.

Patrick’s Day storm has attracted significant attention. We revisit this event by

taking advantage of simultaneous observations of high-latitude forcings (aurora and

electric fields) and I-T responses. The forcing terms are assimilated to drive TIEGCM
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using a newly adopted Lattice Kriging method (Wu and Lu, 2022; Wu et al., 2022).

Compared to the default run, the TIEGCM simulation with assimilation captures (a)

secondary E region electron density peak due to aurora intensification; (b) strongly

elevated ion temperatures (up to 3000K) accompanied by a strong northward electric

field (80mVm−1) and associated ion frictional heating; (c) elevation of electron tem-

peratures; and (d) substantially enhanced neutral vertical winds (order of 50m s−1).

RMSEs decrease by 30% to 50%. The strong neutral upwelling is caused by large

Joule heating down to 120 km resulting from enhanced aurora and electric field. Data

assimilation increases the height-integrated Joule heating at Poker Flat to a level of

50mWm−2 to 100mWm−2 while globally, its maximum value is comparable with

the default run: the location of energy deposition becomes guided by data. TADs

in the assimilation run show stronger magnitudes and larger extensions, leading to

increased vertical wind variability by a factor of 1.5 to 3. Our work demonstrates

that data assimilation of model drivers helps produce realistic storm-time I-T re-

sponses, which show richer dynamic range, scales, and variability than what has been

simulated before.

5.1 Introduction

Joule heating and particle heating induced by particle precipitation are the

two most crucial thermospheric heating sources in the auroral zones and compete

with solar irradiance during geomagnetic storm times (Knipp et al., 2004). Most of

the energy deposited in the magnetosphere by the solar wind is ultimately dissipated

in the I-T system as a result of the convergence of Poynting flux and auroral particle

precipitation that heats the atmosphere directly through collision and indirectly by

increasing Joule heating (Lu et al., 1998a; Richmond and Thayer, 2000; Thayer and
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Semeter, 2004; Thayer et al., 1995). During periods of geomagnetic activity, both

auroral precipitation and electric fields are elevated, leading to significant energy

deposition in the I-T region and localized Poynting fluxes (Deng et al., 2011; Fuller-

Rowell et al., 1987; Heppner et al., 1993; Wang et al., 2005). For instance, DMSP

observed a local Poynting flux exceeding 170mWm−2 associated with merging at

the magnetopause flank and lobe during an east-west IMF dominant event (Knipp

et al., 2011). Satellite observations have also revealed that localized Earth-directed

Poynting fluxes can be several times larger than the prediction from statistical models

(order of 15mWm−2) during magnetic storms (Huang and Burke, 2004; Huang et al.,

2016).

However, such localized energy deposition and its effects are difficult to capture

in I-T models driven by empirical high-latitude inputs obtained from statistical au-

roral models (Hardy et al., 1985; Newell et al., 2009) and electric field models (Heelis

et al., 1982; Roble and Ridley, 1987; Weimer, 2005). Empirical models usually pro-

vide the large-scale (> 1000 km) morphology of the auroral oval, which differs from

the auroral precipitation seen in the observations, such as that observed by THEMIS

ground-based ASIs. THEMIS ASIs generally depict rich mesoscale (10 km to 100 km)

structures, while narrow FOV imaging reveals even small-scale (< 10 km) auroral pat-

terns (Nishimura and Lyons, 2021; Nishimura et al., 2021a,b). Electric fields in the

polar cap and auroral region also exhibit cross-scale spectra ranging from planetary

scales down to a few kilometers (Golovchanskaya and Kozelov, 2010a; Kozelov and

Golovchanskaya, 2006), which deviate from the global large-scale two-cell ion con-

vection pattern (Cousins and Shepherd, 2012a,b). Cousins et al. (2013) performed a

scale analysis of electric fields using SuperDARN, showing that the first several EOF

modes contribute to global-scale features. In contrast, higher-order EOFs (> 8) con-

tribute to mesoscales (< 1000 km), which have a shorter decorrelation time indicating
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more variability. Small-scale electric fields have often been observed and found to im-

pact the energy budget during magnetic storms (Codrescu et al., 1995; Cosgrove and

Codrescu, 2009). Wu et al. (2020) found that implementing electric fields varying on

short temporal scales and the aurora observed by satellites into TIEGCM is essential

to reproducing TTEIL observed by the Fe Boltzmann lidar at McMurdo, Antarctica.

Sheng et al. (2020) found that GITM driven by the THEMIS/ASI auroral observa-

tions better resolves the magnitude of TIDs (doubled) than that by empirical auroral

inputs. Both studies require the fusion of aurora and electric field observations to

constrain the model drivers for a better understanding of storm-time I-T responses.

The St. Patrick’s Day storm (2015-03-17) is the strongest geomagnetic storm

during Solar Cycle 24. A special section in the Journal of Geophysical Research Space

Physics entitled “Geospace system responses to the St. Patrick’s Day storms in 2013

and 2015” has highlighted a series of storm impacts (Zhang et al. (2017) and refer-

ences therein), ranging from the ionospheric tongue of ionization and storm enhanced

density at high latitudes, sub auroral polarization stream and ion up flow at sub au-

roral and midlatitude regions, to significant Prompt Penetration Electric Field and

Disturbance Dynamo Electric Field effects on low-latitude electrodynamics. Neutral

dynamics involve composition changes (mainly O/N2) and the resultant TEC deple-

tion during the storm’s recovery phase. However, studies covering magnetospheric

forcings and I-T responses and using well-constrained models to connect them were

relatively rare.

This investigation aims to marry the improved data assimilation technique

with the I-T model (TIEGCM in this case) to understand better what physics drove

the significant I-T responses observed locally by the three Fabry-Perot Interferometers

(FPIs) and PFISR. Three FPIs located at Eagle (64.8◦N, 141.2◦W), Toolik (68.6◦N,

149.6◦W), and Kaktovik (70.1◦N, 143.6◦W), Alaska, all showed strong upward winds
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with maxima reaching an order of 50m s−1 to 100m s−1 during the period of 08:30:00

to 09:30:00 at 250 km. Larsen and Meriwether (2012) reported that vertical winds

with a magnitude of 10m s−1 to 20m s−1 are common at high latitudes. In contrast,

significant vertical winds (up to 50m s−1) are often accompanied by substorm events

at high latitudes or the generation of irregularities or sporadic layers at mid and

low latitudes. Since the atmosphere is highly structured vertically, large vertical

wind can cause significant displacement and mixing, thus playing an essential role

in the dynamics. The observations showing vertical winds larger than 50m s−1 were

relatively rare and deserved an investigation. In addition to the FPI measurements,

the PFISR, which is located at Poker Flat (65.1◦N, 147.5◦W), Alaska, had continuous

measurements of electron densities (NE), LOS ion drifts (VLOS) which can be used to

derive electric fields, and ion and electron temperatures (TI and TE, respectively). The

THEMIS/ASIs also had decent coverage. The geometry of the above four stations

along with an ASI site at Yakutat (59.5◦N, 139.7◦W), Alaska, is shown in Figure

5.1. Such simultaneous observations of magnetospheric drivers (aurora and electric

fields) and responses (neutral winds and ionospheric parameters) provide an excellent

opportunity to constrain the I-T model at high latitudes, which can be further used

to study the connections.

The paper is organized as follows. Data sources, assimilation method, and

TIEGCM runs are introduced in Section 5.2. Model results, along with the com-

parisons with data and critical physical processes responsible for the strong upward

winds and salient changes in the I-T system, are discussed in Section 5.3. Discussion

and conclusions are given in Section 5.4.
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Figure 5.1: Geometry of the five observational stations in Alaska, including Poker
Flat (65.1◦N, 147.5◦W), Eagle (64.8◦N, 141.2◦W), Toolik (68.6◦N, 149.6◦W), Kaktovik
(70.1◦N, 143.6◦W), and Yakutat (59.5◦N, 139.7◦W).
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5.2 Ground-Based Observations, Data Assimilation,

and TIEGCM Runs

5.2.1 St. Patrick’s Day Storm and Ground-Based Observa-

tions

Figure 5.2 shows the geomagnetic indices on 2015-03-17 and 2015-03-18. The

geomagnetic storm starts at 06:00:00 on 2015-03-17 as the IMF Bz turns south. The

period of southward Bz lasts for almost a whole day before this parameter returns to

zero at 05:00:00 on 2015-03-18, after which there are some minor fluctuations. IMF

By turns to negative around 05:00:00, 2015-03-17, and lasts for 6 h before becoming

positive and lasting for another 12 h. Solar wind velocities and densities show obvious

enhancements during the southward Bz period (Figure 5.2b). Figure 5.2c shows AE

indices, which illustrate strong auroral activities after 06:00:00 and reach the first

peak around 09:00:00 on 2015-03-17. The SYM-H index reaches a negative maximum

(−230 nT) around midnight 2015-03-17, and the storm remains in the recovery phase

till midnight 2015-03-18. Both IMF and AE indices show fast oscillations with periods

of tens of minutes to an hour.

The simultaneous PFISR observations of ion drifts and electric fields at Poker

Flat, Alaska, and neutral vertical wind measurements observed by the three FPIs

are shown in Figure 5.3. During the period of 05:00:00 to 13:00:00, PFISR was

running at an experiment containing two long-pulse modes, which was suitable for

the derivation of F region parameters including NE, TI , TE, and VLOS. The F region

measurements use a long pulse with a 480 µs uncoded pulse and are gated to have

a spacing of 36 km with a range resolution of 72 km, respectively. The E region

data presented are smeared due to the ambiguity function associated with the long
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Figure 5.2: Geomagnetic indices on 2015-03-17 and 2015-03-18: (a) IMF By and Bz;
(b) solar wind velocity and density; (c) AE indices; and (d) SYM-H.
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pulse, although significant enhancements are captured. The methodology used to

take the F region VLOS observations and determine the plasma drifts is described in

Heinselman and Nicolls (2008). Right after the storm onset, a strong westward ion

drifts with a magnitude of −1800m s−1 is detected around 06:30:00 corresponding to a

northward Ey of 85mVm−1. After 08:00:00, Ey switches to southward and maintains

a significant magnitude of −50mVm−1 which corresponds to an eastward ion drift

of 1000m s−1. Such southward Ey and eastward ion drift values last for nearly 2 h

until 10:00:00 during this period (08:00:00 to 10:00:00), the westward Ex increases to

a magnitude of −30mVm−1 (blue line in Figure 5.3b) along with strong southward

ion drift (blue line in Figure 5.3a).

At the same time, the three FPIs all show sustained strong upward winds for a

considerable period (from 08:30:00 to 10:00:00). The peaks of the vertical winds (WN)

reach 50m s−1 to 100m s−1 at Toolik and Kaktovik, and even exceed 100m s−1 at

Eagle. Around 06:00:00, the FPIs observe strong downward neutral winds and reach

about −50m s−1. Even though the temporal evolutions of the three observations

follow each other in general, the differences in the magnitude and direction at a

particular time still exist. For instance, after 10:00:00, the vertical wind keeps positive

at Kaktovik, fluctuates around zero at Poker Flat, while turns into negative at Toolik,

until 11:00:00 when they become both negative at Toolik and Kaktovik and turn back

to positive at Poker Flat. Considering that the distances among these three stations

are only about a few hundred kilometers (Figure 5.1), such local differences suggest

that vertical winds are highly structured and characterized by mesoscale patterns.

In addition to electric fields and neutral vertical winds, the discrete auroral

activity is also intensified as captured by the THEMIS/ASIs (Mende et al., 2008).

A substorm onset occurs at 06:45:00 (a snapshot is shown in Figure 5.4a), followed

by a bulge expanding poleward and azimuthally toward the Alaska-Canada border.
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Figure 5.3: (a) Ion drifts, (b) electric fields (zonal Ex, meridional Ey) measured
by PFISR, and (c) neutral vertical winds measured by FPI on 2015-03-17 at Eagle
(black), Toolik (blue), and Kaktovik (red), Alaska, respectively. Vertical error bars
denote measurement uncertainties.
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Another substorm onset occurs at 08:33:00 near Yakutat, Alaska, with magnificent

auroral emission and brightening lasting until 09:40:00 (Figures 5.4c-d), during which

multiple intensifications of the bulge and auroral streamers appeared (Nishimura and

Lyons, 2021) near Poker Flat and Eagle. Even though the sky was somewhat cloudy

over Poker Flat, which disabled the reliable derivation of energy flux and mean en-

ergy from the auroral emission, the raw images still show considerable auroral ac-

tivity at Poker Flat during this substorm (Figures 5.4c-d), which lends confidence

of padding aurora for Poker Flat in the data assimilation process (more details in

Section 5.2.2). The precipitating energy flux and characteristic energy were obtained

from the THEMIS ASI data (Nishimura and Lyons, 2021) and were incorporated into

the data assimilation.

5.2.2 Data Assimilation for Aurora and Electric Fields

The Lattice Kriging modeling has been recently adopted for the data assimila-

tion of aurora (Wu et al., 2022) and extended for the assimilation of electric fields (Wu

and Lu, 2022). It has largely captured actual data’s temporal and spatial variability.

The field to be estimated is assumed to consist of a statistical mean, a variability

term (spatially), and an error term. The empirical model can be used as the statisti-

cal mean with a scaling factor. We choose the (Zhang and Paxton, 2008) model for

aurora, built upon the historical SSUSI observations and Kp driven, and the Weimer

model (Weimer, 2005) for electric fields. The variability term is projected into the

superposition of a series of RBFs more suitable to assimilate local features than the

global spherical harmonic fitting. The scaling factor and coefficients of RBFs are

estimated from existing observations, which are then applied to reconstruct the field

globally. The detailed mathematical formulation and principles can be found in Wu
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Figure 5.4: Evolution of aurora: white line emission (count/s) from THEMIS/ASI
observations. Four red spots denote Poker Flat, Eagle, Toolik, and Kaktovik, Alaska.
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and Lu (2022) and Wu et al. (2022).

SSUSI (Paxton and Meng, 1999; Paxton et al., 2002) onboard DMSP and

THEMIS/ASI data are used for auroral assimilation. Figure 9 of Wu et al. (2022)

shows that the Lattice Kriging model can coherently combine the three data sets (em-

pirical auroral model, SSUSI, and THEMIS/ASIs) with a smooth boundary transition

and largely keep mesoscale features such as auroral arcs shown in the observations.

The auroral image from Yakutat, Alaska (57◦-61◦N, 130◦-140◦W), is padded to a box

of (65◦-71◦N, 140◦-160◦W) near Poker Flat, partially guided by the raw auroral im-

ages which illustrate that the temporal variations of aurora at these two locations are

decently correlated (Figure 5.4). Such an implementation is reasonable by comparing

TECs with GNSS observations (Section 5.3.2). Without padding, the TEC at the

northwest corner of Alaska, including Poker Flat, is too small compared with the

GNSS observations. This implies that significant auroral activity is expected during

the time of interest. Figure 5.5 compares the mean (characteristic) energy and num-

ber flux between the empirical model and data assimilation. The assimilated maps

are more structured, and the magnitude of number flux calculated as energy flux di-

vided by mean energy is significantly elevated due to the incorporation of the SSUSI

and THEMIS/ASI observations which have much more significant energy fluxes than

the empirical model (Figures 5.5c-d). It is worth mentioning that the energy fluxes

of THEMIS/ASIs need to be halved before feeding into the assimilation model to

produce electron densities and TECs in the TIEGCM that match observations. The

measurements’ uncertainties and ionization rate calculation in the model may cause

this adjustment. Further work is needed to pinpoint the exact source.

The VLOS (converted to LOS electric fields) from the SuperDARN measure-

ments and the PFISR observations of electric fields (Figure 5.3a) at Poker Flat

(PFISR data are repeated in the ambient 4◦ × 4◦ region to ensure its weighting
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Figure 5.5: (a, b) Auroral mean energy (keV) maps at 09:20:00 from the empirical
model (Zhang and Paxton, 2008) and assimilation, respectively. (c) and (d) are the
same except for the number flux (108 cm−2 s−1). Note that panels (c) and (d) color
bars differ. All these maps are the ones used to drive different TIEGCM runs.
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in the fitting) are used as data sources for the electric field assimilation. Wu and Lu

(2022) have successfully extended the Lattice Kriging model to vector fields, and they

presented results from the same event. Figures 7 and 10 from Wu and Lu (2022) show

that the assimilation results largely follow the PFISR observations locally. RMSEs

(determined by the differences between assimilation and observations) decrease by

more than half compared with the Weimer model. We compare the empirical and

assimilated electric fields at 06:28:00, when Ey reaches the maximum at Poker Flat,

in Figure 5.6. The empirical model (Weimer, 2005) shows the large-scale patterns

reasonably well, while the assimilation results resolve much finer structures. The

empirical model shows positive Ey near Poker Flat with a much smaller magnitude

versus the observation (Figure 5.6c vs. 5.3b). After the data assimilation, the strong

northward Ey is enforced near Poker Flat (Figure 5.6d), which helps to constrain

the local electrodynamics. Since the SuperDARN data used for assimilation cover

the high-latitude northern hemisphere reasonably well for this case (see Figure 4a in

Wu and Lu (2022)), the assimilated results should, in general, impose more realistic

electric fields than the empirical model, especially for the regions where the data are

available. Figure 10 of Wu and Lu (2022) shows that the data assimilation also cap-

tures the short-term temporal variability (within an hour) of electric fields from the

PFISR observations.

5.2.3 Four TIEGCM Runs

TIEGCM is a global 3-D numerical model that simulates the coupled thermo-

sphere/ionosphere system from 97 km to 600 km altitude. It self-consistently solves

the fully coupled nonlinear, hydrodynamic, thermodynamic, and continuity equations

of the neutral gas, the ion and electron energy equations, the O+ continuity equation
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Figure 5.6: (a, b) Ex and (c, d) Ey at 06:28:00, respectively. (a) and (c) are from the
empirical Weimer model, while (b) and (d) are from the data assimilation. The unit
is mVm−1.
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and ion chemistry, and the neutral wind dynamo (Qian et al., 2014; Richmond et al.,

1992). In this study, the resolution of TIEGCM is 1.25◦× 1.25◦× 1/8 scale height in

latitude × longitude × altitude (Dang et al., 2018, 2021). Realistic F10.7 is used in

all simulations. Realistic IMF conditions drive the Weimer model for the empirical

high-latitude electric field run. The time step of the TIEGCM simulation is 10 s. The

output frequency of the diagnostic terms is 1min.

In the current study, both aurora and electric fields have two types of maps,

one from the empirical model and the other from the data assimilation, giving rise

to a combination of four options for high-latitude drivers. These four options are

used to drive the TIEGCM. We list the names (R1-R4: Ra_emp_e_emp, a_assi_e_emp,

Ra_emp_e_assi, and Ra_assi_e_assi) and the corresponding setups for the auroral and

electric field drivers of these four runs in Table 5.1.

R1:
Ra_emp_e_emp

R2:
Ra_assi_e_emp

R3:
Ra_emp_e_assi

R4:
Ra_assi_e_assi

Aurora Empirical Assimilated Empirical Assimilated
Electric fields Empirical Empirical Assimilated Assimilated

Table 5.1: Names and setups for the auroral and electric field drivers for the four
different TIEGCM runs. “a” and “e” are the short names for “aurora” and “electric
field”, respectively; “emp” and “assi” are the short names for “empirical model” and
“assimilated results”, respectively

5.3 Model Results, Model-Data Comparisons, and

Mechanism Studies

5.3.1 Local Neutral and Ionospheric Responses

Before we compare the modeled neutral and ionospheric responses among the

four different TIEGCM runs, we show the PFISR measurements of electron density
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(NE), electron temperature (TE), and ion temperature (TI) to provide an obser-

vational baseline (Figure 5.7). The most prominent feature in NE compared with

the quiet-time (not shown here) is the secondary peak formation (around 150 km to

200 km) during the period of 09:00:00 to 10:30:00 (black rectangular in Figure 5.7a),

most likely produced by auroral particle precipitation. The timing is consistent with

the THEMIS/ASI observations of auroral surge and brightening (Figure 5.4, Section

5.2.1). Ion temperatures show significant elevation and reach 3500K around 06:30:00

(Figure 5.7c), concurrent with the occurrence of strong Ey (Figure 5.3b) and indica-

tive of strong frictional heating. Intriguingly, the strongest enhancement of TI occurs

in the altitude range below 250 km. Electron temperatures also increase compared to

the quiet time, and the two most significant heating periods occur around 06:30:00

and 09:00:00 when either the electric field or aurora is intensified. Different from the

enhancement of ion temperatures, which maximizes around 150 km to 200 km near

06:30:00, the enhancement of electron temperatures generally increases with altitude.

Around 08:00:00, 08:30:00, 09:00:00, 09:45:00, 11:30:00, 12:20:00, and 12:40:00, both

ion and electron temperatures show significant increases especially above 250 km. All

the three quantities (NE, TE, and TI) show oscillations with periods of tens of minutes

to an hour, which comply with the periodicity of the magnetospheric forcing (Figures

5.2 and 5.3).

We illustrate TI , TE, and NE from the four TIEGCM runs at Poker Flat in

Figures 5.8-5.10, respectively. Figures 5.8a, 5.9a, and 5.10a show the results from the

default TIEGCM run (R1) driven by empirical aurora and empirical electric fields.

The R1 simulation fails to reproduce the observed features for all three quantities:

TI and TE do not show significant increases, and NE does not capture the secondary

peak compared to the PFISR observations. From Figure 5.8, the differences between

R1 and R2, and R3 and R4, are trivial, which suggests that electric fields are the most
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Figure 5.7: (a) Electron density (NE), (b) electron temperature, and (c) ion temper-
ature observed by PFISR on 2015-03-17. The dashed black rectangular in panel (a)
highlights the occurrence of the secondary peak in NE.
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important factor for enhanced ion temperature during the storm time. This is sensi-

ble since ion frictional heating, which dictates the ion temperature, is proportional to

the square of the electric field magnitude. Both auroral particle precipitation and the

electric field affect TE (Figure 5.9). Even though auroral assimilation enhances TE

during the period of 08:30:00 to 11:00:00 around 250 km (Figure 5.9b), the most signif-

icant heating effect originates from the assimilation of the electric field, by comparing

Figures 5.9a, 5.9c-d.

Figure 5.8: TIEGCM simulations of ion temperatures at Poker Flat from the four
different runs. Unit is K.

NE can be affected by both aurora and electric field (Figure 5.10), even though

aurora seems to be the key for the formation of the secondary peak in the upper E

and lower F regions (Figures 5.10b and 5.10d). The auroral assimilation leads to more

substantial particle precipitation locally, which increases the ionization rate and thus

causes the enhancement in electron densities. By comparing Figures 5.10a with 5.10c

and 5.10b with 5.10d, which differ solely by electric fields, the empirical electric field
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Figure 5.9: Similar to Figure 5.8 except for electron temperatures (K).

Figure 5.10: Similar to Figure 5.8 except for electron densities (m−3).
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model (Weimer in this case) tends to overestimate NE. There are two processes

potentially affecting local electron densities at Poker Flat: (a) electric fields lead to

Joule heating, causing an upwelling in the thermosphere, changing composition with

a depleted O/N2, and (b) electric fields can transport the plasma in/out of the region

to introduce temporal variations and therefore change local electron densities.

We compare the neutral vertical winds in Figure 5.11. We first compare the

simulations at Poker Flat from the four different runs (Figures 5.11a1-a4). From the

runs driven by the empirical electric fields (R1 and R2), vertical winds are relatively

small below 300 km. The assimilation of electric fields introduces stronger vertical

winds and more temporal variability (Figures 5.11a3-a4). R4 assimilates aurora and

electric field and generates the strongest vertical winds below 300 km. In particu-

lar, the enhancement of vertical winds of the order of 40m s−1 during the period of

08:30:00 to 09:30:00 below 300 km is only captured by R4, implying that both aurora

and electric field are responsible for the strong upward vertical winds.

We compare the neutral vertical winds from R1 and R4 for the three FPI

stations (Eagle, Toolik, and Kaktovik) in Figures 5.11b1-b2, 5.11c1-c2, 5.11d1-d2,

respectively. Like Poker Flat, the vertical winds are significantly strengthened and

show temporal variabilities. During the period of 08:30:00 to 10:00:00, strong up-

welling winds are found, especially for Toolik, which reaches 60m s−1 and are pretty

comparable with observations (Figure 5.3c). Note that the local measurements of au-

rora and electric fields were unavailable to assimilate the FPI locations. Considering

that magnetospheric energy input can be structured, the exact matching with the

FPI observations has not required in this study. The magnitude and variability in

neutral vertical winds are improved overall.

According to Figure 5 in Wu et al. (2020), the intense Joule heating in the

100 km to 150 km region causes a significant increase in the neutral temperature
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Figure 5.11: Similar to Figure 5.8 except for vertical winds (ms−1). The black dashed
rectangle highlights the period with enhanced vertical winds around 250 km.
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above this altitude range. This thermal enhancement is responsible for TTEIL and

the generation of strong vertical winds (100m s−1) above. To simulate the TTEIL

and produce a better agreement with the lidar observations, the authors had to incor-

porate the realistic SSUSI auroral precipitation and sub-grid electric field variability

to gain the necessary magnitude of Joule heating. In the current study, we implement

the data assimilation of aurora and electric fields for the same purpose: to reproduce

more realistic Joule heating locally and the effects on neutral temperatures and winds.

Figure 5.12 shows the comparisons of Joule heating rate per unit mass (Wkg−1)

at Poker Flat from the four runs and for the three FPI stations from R1 and R4. The

differences are introduced mainly by electric fields. The Joule heating rate also shows

short-term temporal variations (order of minutes). Significant Joule heating around

06:30:00 (Figures 5.12a3-a4) associated with the strong Ey (red line in Figure 5.3b)

explains the sharp increases of TI at the same time observed by PFISR (Figure 5.7c)

and simulated by the run with assimilation (R4, Figure 5.8d). Compared with the

Joule heating around 06:30:00, which mainly concentrates in the F region, the strong

auroral activity around 09:00:00 leads to the relatively strong Joule heating in the

lower E region (red rectangles in Figure 5.12), which corresponds reasonably well with

the strong upwelling above (black rectangle in Figure 5.11). By cross-comparing Fig-

ures 5.12a1-a4, both aurora and electric field, which become strong around 09:00:00,

are responsible for the increase of the magnetospheric energy deposition, inducing

the strong upward vertical wind. Such a heating process is regional and partially

responsible for the strong upward winds in the other three stations.

We compare the height-integrated Joule heating rate at Poker Flat and the

maximum integrated Joule heating rate at high northern latitudes (> 50◦N) in Figure

5.13. The significant local enhancement associated with the data assimilation at

Poker Flat is salient, which indicates that the default model run driven by empirical
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Figure 5.12: Same as Figure 5.11 except for altitude-resolved Joule heating. The red
dashed rectangle highlights the period with the significant Joule heating to the E
region.
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magnetospheric drivers misses the characterization of localized energy deposition.

The magnitudes of the maximum height-integrated Joule heating rate over the globe

(> 50◦N), however, are more comparable among the four different runs, except that

the assimilation runs show stronger peaks and more temporal variability driven by

observational data. Such comparisons suggest that the data assimilation has guided

the spatial distribution of energy deposition and led to different locations that peak

in Joule heating. The large Poynting flux exceeding 100mWm−2 has been observed

by the DMSP F13 during a strong magnetic storm (Huang and Burke, 2004). Knipp

et al. (2011) has also reported a day-side Poynting flux as large as 170mWm−2

occurring during the period of high-speed solar winds. It is noted that the majority

of Poynting flux is transferred to Joule heating in the upper atmosphere (Lu et al.,

1995; Thayer and Semeter, 2004). Thus the magnitude of the integrated Joule heating

rate simulated in this study is within a reasonable scope.

To further quantify the improvements introduced by the assimilated drivers

compared to the empirical ones, we provide two metrics, maximum values, and RM-

SEs, for NE, TE, TI , and WN (Table 5.3.1). For NE, TE, and TI , the RMSEs are

calculated from the differences between each model run and PFISR observation. All

the time-altitude points with valid observations are considered. For the RMSE of WN ,

the model data at 250 km is extracted first, and the difference from FPI measurements

is used for calculation. We use Toolik as an example in Table 5.3.1. There is a clear

trend that maximum values increase and become the closest to the observations as

both aurora and electric fields are assimilated. At the same time, RMSEs decrease

by 30% to 50% depending on physical quantity, indicating that the model better

matches observations, primarily as the electric field assimilation is implemented.
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Figure 5.13: (a) Comparison of height-integrated Joule heating (mWm−2) at Poker
Flat from the four TIEGCM runs. (b) Same as (a) except for the maximum height-
integrated Joule heating at high latitudes (> 50◦N) of the northern hemisphere.

Run 1 Run 2 Run 3 Run 4 Observation
NE (m−3) Max 2.1× 1011 4.7× 1011 2.0× 1011 4.7× 1011 5.2× 1011

RMSE 2.0× 1011 2.5× 1011 1.0× 1011 1.5× 1011

TE (K) Max 2760 2710 3080 3260 4440
RMSE 763 681 486 505

TI (K) Max 1980 2010 3350 3400 3310
RMSE 458 445 342 330

WN

(ms−1)
Max 3.6 10.0 48.5 58.8 84.5

RMSE 47.7 38.4 30.0 23.3
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5.3.2 Regional to Global Neutral and Ionospheric Responses

Since the data assimilation considers SSUSI and THEMIS for aurora and Su-

perDARN for electric fields with substantial spatial coverage, it should improve re-

gional or global simulations. Figure 5.14 shows the TEC distributions from the four

runs compared with the GNSS observations. With the realistic aurora (R2 and R4),

the TECs from Alaska circling to the Great Lake regions are elevated, which follows

the enhancement of auroral energy flux shown in Figure 5.4. R2 tends to overesti-

mate the TEC in Alaska. At the same time, R4 matches the GNSS observations the

best, especially in the magnitude, consistent with the local simulation of TEC that

empirical electric field run leads to a larger NE (Figure 5.10). R4 mostly captures

the temporal evolution of TECs as observations, and such improvement lasts for the

whole period of the storm.

A better representation of the time, location, and strength of energy deposition

with data assimilation leads to the differences in the simulated neutral dynamics

and winds from different runs. To explore this, we examine the signal of TADs

from neutral vertical winds. According to the dispersion relation of gravity waves,

vertical wind can better manifest higher-frequency and smaller-horizontal scale waves

than horizontal winds and temperature (Lu et al., 2015, 2017; Vadas, 2013). Figure

5.15 shows the vertical winds from R1 and R4 at 250 km and 550 km altitudes at

09:45:00. The TADs are always stronger and can reach lower latitudes in R4 than

R1, especially at 550 km. This means that the wave source for TADs is stronger, and

neutral responses to the storm are more dynamic in R4, characterized by richer scales

and broader extension, than those captured by the default model run. To quantify

such effects, we compute the longitudinal variability (SD along longitude) of vertical

winds as a function of latitude and UT and temporal variability as a function of
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Figure 5.14: Model simulations of TEC (unit: TECu) compared with GNSS TEC
observations at 09:20:00. (a-d) TEC simulation from R1, R2, R3, and R4, respectively.
(e) GNSS TEC observations at 09:20:00.
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latitude and longitude. Figure 5.16a1-d1 show longitudinal variabilities for the four

runs. Figure 5.16e1 shows the time-averaged means of the longitudinal variabilities

from the four runs. Figure 5.16a2-d2 show temporal variabilities of vertical winds,

and Figure 5.16e2 shows their zonal means. The assimilated electric fields are more

important than the aurora in increasing spatial and temporal variabilities. For the

time-averaged spatial variability (Figure 5.16e1), R4 shows a larger magnitude by

a factor of 1.5 to 3 compared to R1 (default run), depending on latitude. And for

the zonal-mean temporal variability (Figure 5.16e2), R4 is also larger than R1 by a

factor of 1.5 to 3. Such ratios suggest that the wave activities (TADs) are stronger

and embrace more short-term temporal and small-scale spatial scales in the data-

assimilation run than in the default one.

5.4 Discussion and Conclusions

We apply the newly implemented Lattice Kriging model to assimilate au-

rora and electric fields for the 2015 St. Patrick’s Day storm. We use them to drive

TIEGCM and produce more realistic I-T system responses than the default run driven

with empirical high-latitude inputs. The improvement of model simulation enabled

by data assimilation includes (a) higher TI and TE (up to 3000K) due to the enhance-

ment of local heating; (b) larger NE below 200 km and the emergence of the secondary

peak in the upper E and lower F region around 09:00:00 when auroral surges occur;

(c) stronger neutral vertical winds around 250 km due to significant Joule heating

below that caused by both the intensified aurora and enhanced electric fields; (d) en-

hanced TECs around auroral oval because of the auroral particle precipitation; and

(e) a larger amplitude of TADs and a further extension to low latitudes likely due

to the elevation of local heating and ion drag as a wave source; and (f) short-term
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Figure 5.15: (a, b) Neutral vertical winds at 250 km from R1 and R4, respectively.
(c) and (d) are the same except at 550 km. Unit is ms−1.
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Figure 5.16: (a1-d1) Longitudinal variability (calculated as SD along longitude) of
neutral vertical wind as a function of latitude and UT at 550 km. (e1) Temporal
means of panels (a1-d1). (a2-d2) Temporal variability of neutral vertical wind as a
function of latitude and longitude at 550 km. (e2) Zonal (longitudinal) mean of panels
(a2-d2). The unit is ms−1.
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temporal variability more comparable with the PFISR and FPI observations. In ad-

dition, the maximum values of NE, TE, TI , and WN responses are better captured in

assimilated model runs. The RMSEs calculated from the differences between model

results and observations decrease by 30% to 50% compared to the default run. All

these improvements show that the I-T responses to the St. Patrick’s Day storm, in

reality, have a more extensive dynamic range and more variability than those simu-

lated by the default TIEGCM run with empirical driving conditions. Thus, we have

shown that data assimilation of high-latitude drivers can help us better understand

the storm’s impacts locally and globally. Even though the data assimilation run is a

significant improvement, the remaining discrepancies with observations include that

the modeled TE is about 1000K colder than the PFISR observation in the F region,

which needs further investigation.

Once the model drivers are refined with aurora and electric field data, and

the outputs are systematically evaluated and found to be in better agreement with

observations, this data-constrained model run is then used to diagnose the changes

in the system responses, for which we use the longitudinal and temporal variability

of neutral vertical winds as a proxy. Compared to the default run, the data assimi-

lation run has shown stronger longitudinal (spatial) and temporal variabilities than

the default run by a factor of 1.5 to 3. Since the wave’s kinetic energy is proportional

to the square of wave perturbations, this would increase the kinetic energy received

by the upper atmosphere by an order of magnitude. Such enhancement is seen in

the auroral regions and prominent at middle and low latitudes, likely via the genera-

tion of TADs at high latitudes and then equatorward wave propagation. In addition,

the refinement of high-latitude drivers can change disturbance dynamo and penetra-

tion electric fields, influencing low-latitude and equatorial electrodynamics. Detailed

analysis of the model performance at middle and low latitudes and comparison with
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observations there are worthwhile and deserve a future investigation.

Our work highlights the importance of observing the storm-time manifestation

of magnetospheric drivers and I-T responses simultaneously to understand better

neutral-ion coupling in the upper atmosphere, a prerequisite for the predictability of

space weather. Such observations can also help constrain data assimilation models and

evaluate their capabilities and limitations. The quality of data assimilation still highly

depends on observations. Multi-point and simultaneous observations of ion drifts,

auroral precipitation, electron densities, neutral responses such as density and wind,

and temperature, such as those solicited by the Geospace Dynamics Constellation

(GDC) mission, are highly desirable.
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Chapter 6

Simulating GW Propagations in

the I-T System Using Nested-Grid

TIEGCM

In reality, data coverage is uneven, and what usually happens is that high-

resolution observations occur in a restricted region while globally, low-resolution ob-

servations dominate. Then in terms of global modeling, when comparing model results

with observations, low-resolution modeling cannot take advantage of high-resolution

observations, and high-resolution modeling consumes too many unnecessary computa-

tion resources in the region where there are only low-resolution observations. Is there

a way to distribute more computing resources into the region where high-resolution

observations are available while only necessary resources are in other regions? This

leads to developing a hybrid-grid approach to the global models where a low-resolution

grid is used globally, and regionally, a high-resolution grid is deployed (nested grid).

The design and application of the nested-grid TIEGCM (TIEGCM-NG) will be dis-

cussed in this chapter.
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The Hunga Tonga-Hunga Ha’apai volcano eruption on 2022-01-15 triggered

intense atmospheric GW activity in the upper atmosphere, which was later detected

by various observations. We perform one of the first I-T model studies of the GW

effects from the Tonga eruption in the I-T system using the TIEGCM. We implement

a high-resolution mesh inside a regional domain (nested grid) in addition to the global

low-resolution mesh, which differs from the standard global uniform resolution setup.

TIEGCM-NG successfully simulates the observed wave propagation and effects in the

I-T system by further nudging GW fields at TIEGCM lower boundaries (97 km) using

output from the high-resolution WACCM-X simulations. The simulation results indi-

cate that horizontal resolution is the critical parameter to simulate GW propagation.

Inside the high-resolution nested region, GWs with horizontal wavelengths of 400 km

and periods of 10min to 30min can propagate outward and upward and produce

significant ionospheric disturbances close to observations. Outside the nested region,

only long-wavelength, low-frequency waves survive. Another test indicates that GWs

can be better resolved when geopotential height is nudged at TIEGCM lower bound-

aries. With the capability of simultaneously simulating local, small to mesoscale I-T

processes, TIEGCM-NG is superior to global high-resolution simulations due to its

primarily reduced computation cost and may find its application in the study of I-T

system regional dynamics.

6.1 Introduction

Atmospheric GWs play an essential role in energy and momentum coupling

from the lower to the upper atmosphere (Fritts, 1984; Fritts and Alexander, 2003).

GW sources are manifold, including topography, convection, wind shear, geostrophic

adjustment, body force, and wave-wave interactions (Nastrom and Fritts, 1992; Fritts
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and Nastrom, 1992). GWs can propagate to the mesosphere and thermosphere, which

leads to changes in the energy and momentum budget (Vadas and Fritts, 2005; Alexan-

der et al., 2010). GW impacts manifest in the ionospheric E and F regions as TIDs

(Hines, 1960; Fritts and Lund, 2011) or sporadic E layers (van Eyken et al., 1982).

The upward propagating GWs may dissipate or break and transfer momentum and

energy to the mean background winds, making it an efficient way to connect the

lower atmosphere source region to the upper atmosphere (Lindzen, 1981; Holton,

1982; Fritts and Alexander, 2003). It is also crucial in numerical models to correctly

account for the GW effects to produce temperature and wind profiles comparable

to observations (Holton, 1983; Palmer et al., 1986; McFarlane, 1987; Vadas and Liu,

2009).

On 2022-01-15, a volcano erupted at Hunga Tonga-Hunga Ha’apai (20.5◦S,

175.4◦W) and produced a vertical plume over 30 km tall with a top above 55 km (Carr

et al., 2022). The huge energy release in the initial explosion (10EJ to 28EJ) and the

subsequent plume triggered atmospheric waves across a wide range of wavelengths

and frequencies. The eruption also ejects a large amount of water vapor (150Tg)

into the stratosphere, which acts as a secondary wave source in the form of latent

heat release as reported by Millan et al. (2022) and Zhu et al. (2022). The generated

waves propagated over long distances and were reported worldwide from the surface

to the ionosphere by satellite and ground-based observations (Wright et al., 2022).

Large neutral wind variations were captured by MIGHTI onboard ICON, causing the

equatorial electrojet to switch directions from eastward to westward (Harding et al.,

2022). SABER recorded the GW activity due to the eruption as temperature vari-

ations were enhanced by a factor of 1.5 compared to the days before and after the

eruption (Liu et al., 2022b). Ern et al. (2022) analyzed the temperature profiles from

the Atmospheric Infrared Sounder (AIRS) and the Microwave Limb Sounder (MLS)
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and found strong mesoscale GW signals. They performed a ray tracing experiment us-

ing the Modern-Era Retrospective analysis for Research and Applications (MERRA)

2 as the background atmosphere. The ray tracing results showed the source was near

the volcano, which suggests that the GW activities were strongly correlated to the

volcano eruption.

There was a moderate geomagnetic storm (Kp = 5.7) the day before the erup-

tion (2022-01-14), and the geomagnetic field impacts from the volcano eruption were

examined by Schnepf et al. (2022); Yamazaki et al. (2022). Concentric ring struc-

tures of differential TEC indicating the impact from the eruption-induced outward

propagating GWs were reported by Themens et al. (2022) and Zhang et al. (2022b).

The geomagnetic conjugate effects of the ionospheric perturbations caused by the

volcano-triggered GWs were reported by Lin et al. (2022). Aa et al. (2022) pointed

out that the depletion of local TEC measurements could reach as high as 10TECU to

15TECU. Volcano effects manifested in the range-time-intensity plots of the Super-

DARN observations as rapid oscillations in the LOS Doppler velocities (Zhang et al.,

2022a). In-situ ion density and drift measurements from Ion Velocity Meter (IVM)

onboard ICON also showed clear signatures of GW impacts (Gasque et al., 2022).

Modeling efforts have been conducted to study the interaction between atmo-

spheric acoustic GWs and tsunamis at the ocean surface (Omira et al., 2022; Lynett

et al., 2022). Inchin et al. (2022) solved the 3-D nonlinear compressible Navier-

Stokes equations using Model for Acoustic-Gravity wave Interactions and Coupling

(MAGIC) and confirmed that tsunami-generated acoustic GWs could directly influ-

ence the mesopause airglow. Amores et al. (2022) utilized Semi-implicit Cross-scale

Hydroscience Integrated System Model (SCHISM) to study the fast-moving Lamb

waves excited by the Tonga volcano eruption, and the simulation results agreed well

with the arrival time measured by satellite observations.
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However, the modeling efforts of GW propagation in the upper atmosphere

and its impact on the ionosphere remain sparse. We present a modeling study of

the volcano-triggered GWs and their effects in the I-T system using TIEGCM with a

nested grid extension. TIEGCM self-consistently solves the continuity, momentum,

thermodynamic, and ion transport equations from 97 km to 600 km (Qian et al., 2014).

TIEGCM-NG is an extension of TIEGCM version 2.0, which solves the same complete

set of first-principle equations inside the regional domain. It provides a high-resolution

regional description of the I-T system and extends the capability of studying neutral

and electro-dynamical processes to mesoscales. The multi-level nesting capability

provides an even finer view of the I-T processes and enables comparative studies

with the local high-resolution observations. TIEGCM-NG is more computationally

efficient for studying mesoscale to small-scale I-T processes than the globally high-

resolution model. In this study, we add the nudging capability, an efficient approach

to imposing subscribing waves propagating from below.

TIEGCM-NG is inspired by TING (Wang et al., 1999), a nested-grid exten-

sion built upon TIGCM (Roble et al., 1988). TIGCM is the predecessor of TIEGCM,

in which electrodynamics were missing. TIEGCM self-consistently solves electrody-

namic coupling processes (Richmond et al., 1992), can better simulate the I-T system

than TIGCM, and produces output with better agreements with observations. That

leads to TIEGCM-NG, an updated version of TING with a complete set of physical

processes of self-consistently resolved wind dynamo. TIEGCM-NG also extends the

nesting capability to allow for arbitrary nesting levels compared to a maximum of 2

levels in TING.

This paper is organized as follows: Section 6.2 describes the design of TIEGCM-

NG in detail and the setup of control experiments. Section 6.3 discusses the model

results. We conclude this study and briefly discuss the possible application of this
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new model in Section 6.4.

6.2 Model Description and Experiment Design

The design of TIEGCM-NG largely follows the original TIEGCM version 2.0

(Richmond et al., 1992; Qian et al., 2014). The physical equations, the same as

those in the global domain, are solved separately in the nested domain. The vertical

coordinate system is a log-pressure coordinate,

z = ln
p0
p

where p0 = 5 × 10−5 Pa. The lower and upper boundaries are at z = −7(p =

5 e7×10−5 = 0.55Pa) and z = 7(p = 5 e−7×10−5 = 4.55×10−8 Pa), respectively. The

temperature (T ), zonal and meridional winds (U and V ), and geopotential height (Z)

consist of the complete set of lower boundary conditions and are chosen to specify

the lower boundary fields. The differences and connections between the global and

nested grid domains in TIEGCM-NG are highlighted in Section 6.2.1. The additional

functionality (nudging) is described in Section 6.2.2.

6.2.1 Design of TIEGCM-NG

The spatial design of TIEGCM-NG is illustrated in Figure 6.1a, which shows

a 3-level nesting scheme labeled by g (global), n1 (1st level nested grid) and n2 (2nd

level nested grid). The nested domain is designed as a rectangular region in latitude

and longitude that can cover an arbitrary portion of the globe except for the poles.

The field mapping between the global and nested domains is achieved by a 2-D spatial

interpolation which allows for the maximum flexibility of the position of the nested
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grid. When TIEGCM-NG starts, the nested fields are initialized with the global

fields. Then, they iterate without re-initialization from the global fields, which means

that the field mapping from the global to the whole nested domain happens only

once per model run at the model’s first timestep. The lateral boundary conditions of

the nested grid domain are chosen to be the time-dependent Dirichlet condition, i.e.,

the fields at the boundary are pre-obtained from the global domain at every nested

grid time step. The boundary condition’s time dependence guarantees the maximum

resemblance of the global and nested fields. The information exchange between the

global and nested domains follows different procedures from outside inward (global

to nested) and from inside outward (nested to global):

1. To pass information from the global into the nested domain (inward), boundary

mapping is performed. The global fields are extracted and interpolated to the

nested grid boundaries at every nested grid time step to be used as the lateral

boundary conditions of the nested domain.

2. To pass information from the nested to the global domain (outward), direct

field mapping is performed. At every global time step, the global fields inside

the nested domain are replaced by the nested fields interpolated onto the global

grids. Outside the nested domain, the global fields remain untouched.

In terms of the horizontal finite difference scheme, instead of using a 4-point-

centered finite difference (4th order accuracy) uniformly in the global domain, a 2-

point-centered difference (2nd order accuracy) is used at the lateral boundary while

a 4-point centered difference is used internally in the nested grid domain. Numer-

ical tests show minimal resulting numerical noise (not shown here). The boundary

reflection problem, sometimes present in the GW vertical propagation near the up-

per boundary (Klemp and Durran, 1983), does not show up in the GW horizontal
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Figure 6.1: Schematic diagrams showing the spatial (a) and temporal (b) design of a
3-level nested grid. g stands for global, n1 stands for the 1st level nested grid, and
n2 stands for the 2nd level nested grid. Numbers in (b) represent the workflow of
TIEGCM-NG.

propagation close to the nested grid lateral boundary in this study.

Due to the decreased grid sizes in the nested domains compared to the global

domain, it is desirable to decrease the time step to retain numerical stability corre-

spondingly. Sub-cycling in time is used to achieve numerical stability in the nested

domain. The time integration of TIEGCM-NG is illustrated in Figure 6.1b. A 3-level

nesting scheme with a 3-step sub-cycling demonstrates the advancing procedure. The

numbers in Figure 6.1b marks the proceeding sequence in each domain. The details

in each step are as follows:

1. The time iteration starts from the global domain. Within one iteration (time

step), the global domain advances from t = 0 to t = 9. The 1st level boundaries

are extracted from the global field at these two timestamps (t = 0 and t = 9)

and temporally interpolated to every sub-cycle (t = 3 and t = 6) for iteration.

2. Then the 1st level is advanced from t = 0 to t = 3. Repeating the inward

boundary mapping procedure from the global domain to the 1st level, the 2nd

level nested grid boundaries are extracted from the 1st level at t = 0 and t = 3.
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Again, the 2nd level lateral boundary conditions are interpolated in time at the

2nd level sub-cycle (t = 1 and t = 2).

3. After that, the 2nd level is advanced from t = 0 to t = 1.

4. Since there are no higher-level nested domains, the 2nd level is then advanced

from t = 1 to t = 2.

5. Again, the 2nd level is advanced from t = 2 to t = 3. Now it is the end of the

2nd level iteration, and an outward field mapping happens from the 2nd to the

1st level. At t = 3, the 1st-level fields inside the 2nd-level nested domain are

replaced by the 2nd-level fields.

6. Then, the 1st level iterates from t = 3 to t = 6 (steps 6 to 9) and from t = 6 to

t = 9 (steps 10 to 13), which are repetitions of what has happened from t = 0

to t = 3. Then at t = 9, after the 2nd level updates the 1st-level fields, they

are further mapped back to the global domain to update the global fields. This

finishes the iteration.

Such time iteration is repeated for the next cycle (t = 9 to t = 18), and the model is

advanced.

Besides the differences in the spatial setup and time integration highlighted

above, another difference between the global and the nested domain is the low latitude

electric fields, which are directly obtained from the interpolation of the global electric

fields from the global grid instead of solving the electro-dynamo equation in the

nested domain. In other words, the electric fields in the global domain, derived from

the global electro-dynamo equation, are used as an additional input to the nested

domain.
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From the perspective of computation efficiency, TING is generally slow due to

its serial programming design, which is unsuitable for current multi-processor com-

puters. TIEGCM-NG is fully parallelized to better use the available computation

resources and runs much faster than TING. The efficiency of TIEGCM-NG is tested

through a series of different numbers of nested grid points and core processors. The

profiling of the parallel implementation indicates that the time cost grows linearly

with the nested grid number, and the additional time spent on parallelism is mini-

mal.

TIEGCM-NG also leads to a significant improvement in computation efficiency

as compared to the globally uniform high-resolution TIEGCM. To perform a run with

the highest resolution of 1◦, TIEGCM-NG can be faster as much as 3 times based

on a 20-core machine. For higher-resolution runs, more time is saved by utilizing

multi-level nesting. The reduction of computation cost is substantial, and it becomes

affordable to perform high-resolution TIEGCM-NG runs on workstations.

6.2.2 Nudging of the WACCM-X Fields

Specific wave sources need to be subscribed at the lower boundary to study

the propagation of GWs originating from the lower atmosphere in TIEGCM-NG.

However, due to the sparse observations near the lower boundary altitude (pressure

level z = −7, 97 km), it is nearly impossible to provide self-consistent high-resolution

lower boundary conditions from current observations. Here, we resort to numerical

results from other models that can provide fields at z = −7. The simulation results

from WACCM-X are used as the lower boundary input for TIEGCM-NG. WACCM-

X self-consistently resolves the atmospheric processes from the ground to the upper

thermosphere (Liu et al., 2010, 2018a,b). In this study, a high-resolution WACCM-X
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SE run at 0.25◦ horizontal resolution and 0.1 scale height vertical resolution is used

(Liu et al., 2022a). The new SE dynamical core eliminates the polar singularity of the

finite volume core used in previous versions of WACCM-X. It enables much higher

resolutions than it would achieve in the past. High-resolution model simulations

fully embrace resolved GW generations, typically parameterized in low-resolution

runs (Gettelman et al., 2019). For the 2022-01-15 volcano eruption at Hunga Tonga-

Hunga Ha’apai, a large surface pressure perturbation is introduced at 04:35:00 (the

reported time of eruption) to approximate the effect of the volcano eruption in the

model. The magnitude of the perturbation is adjusted to match available pressure

observations in other locations. The pressure disturbance-induced GWs are soon

reflected in other fields and grow in amplitude vertically, leading to large variations

at the lower thermosphere. It should be noted that a large amount of water vapor was

emitted into the stratosphere during the volcano eruption. The corresponding release

of latent heat acts as another source of GWs (Millan et al., 2022; Zhu et al., 2022).

However, this secondary GW (generated by latent heat release) is not considered in

this study. The only type of GWs to be studied in this paper is the one excited by

the initial pressure pulse. WACCM-X outputs diagnostic fields at a frequency of one

minute.

The WACCM-X fields T , U , V and Z are extracted at z = −7(p = 0.55Pa, 97 km)

to be used as the lower boundary of TIEGCM-NG. In addition, to better resolve the

wave propagation near the lower boundary of TIEGCM-NG, another 2 scale heights of

the WACCM-X fields are nudged into TIEGCM-NG, up to z = −5(p = 5 e5×10−5 =

0.07Pa, 110 km). To apply WACCM-X simulation results in TIEGCM-NG, a spatial

3-D interpolation is applied to convert from WACCM-X longitude-latitude-z grids to

TIEGCM-NG grids. Temporal interpolation is applied to accommodate the difference

in TIEGCM-NG time steps and the WACCM-X output frequency so that WACCM-X
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fields force TIEGCM-NG at the lower pressure levels at each time step.

The coupling function used to nudge TIEGCM-NG with WACCM-X fields is

fTIEGCM-NG ← fTIEGCM-NG + r(fWACCM-X − fTIEGCM-NG)

where f is either T , U , V, or Z. As mentioned above, such a replacement is applied

at every time step at TIEGCM-NG lower pressure level grids to reflect the driven

state by WACCM-X. r is a vertical relaxation factor, which is chosen to decrease

exponentially from r = 1 at z = −7 to r = 10−4 at z = −5 to allow for a smooth

transition from strong constraints near the lower boundary to weak constraints above.

The nudging procedure follows the same idea as Maute et al. (2015) and Jones Jr.

et al. (2018) except for a different altitude range.

In summary, we developed TIEGCM-NG with a nudging capability to study

the GW propagation in the I-T system. We applied the TIEGCM-NG to simulate the

I-T response to the Tonga eruption. In this study, a global 2.5◦ resolution is used with

a single level nested domain of 60◦S-20◦N, 140◦E-230◦E(130◦W) at 1◦ resolution. This

domain is chosen to include Tonga (21◦S, 175◦W) at the nested grid center and have

a sufficient horizontal span (40◦ on each side) to simulate the wave propagation. The

vertical resolution in the global and the nested domains are all set as 1/4 scale height.

The global domain has a time step of 30 s, and 5 sub-cycles are iterated in the nested

domain, indicating a nested grid time step of 6 s. Diagnostic outputs are saved every

minute in the global and nested domains. Nudging of WACCM-X fields is switched

on at 04:35:00 when the eruption takes place, and the nudging altitude ranges in

both the global and the nested domain are 2 scale heights. Two testing groups are

performed to study the sensitivities of model resolutions and nudging fields:

1. The nesting functionality is switched on and off to study the impact of the

177



model resolution on the simulation of GW propagation.

2. To analyze the sensitivity of nudging different fields in wave propagation, runs

with nudging different combinations of T , U , V , and Z, all with the nesting

functionality on, are performed.

To investigate GW impacts, a different type of runs (control runs) without

nudging lower-boundary GWs is performed to present the undisturbed states. The

simulation results in all testing runs are subtracted from their corresponding control

runs to represent the effects caused by the nudged GWs. Unless otherwise notified, all

the figures shown in this paper are deviations from the undisturbed states (difference

fields).

6.3 Model Results in GW Propagation

Two groups of runs are performed separately. The first group nudges all 4

fields (T , U , V , and Z) and differs by whether the nesting functionality is on. This

run group mainly studies the importance of resolution in simulating the propagation

of waves (Section 6.3.1). The model runs in the second group are all nested, but the

nudged fields are changed among different ones. This group focuses on the sensitivity

of TIEGCM-NG to the nudged fields (Section 6.3.2).

6.3.1 Importance of Model Resolution on Wave Propagation

To simplify the notation for the different runs in this section, the run without

nesting is denoted as Run 1, and the one with nesting is denoted as Run 2. Run 2

has two sets of outputs from global and nested domains. Therefore, they are denoted

as Run 2g and Run 2n, respectively.
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Figure 6.2 compares the time-altitude profiles of vertical wind and temperature

perturbations between Runs 1 and 2n. Figures 6.2a-b show the difference fields at

21.25◦S, 175◦W (close to the epicenter) in Run 1, and Figures 6.2c-d show those

at 21◦S, 175◦W in Run 2n. Due to interpolation, the fields in Run 2g are nearly

the same as in Run 2n and are therefore omitted. The wave signatures are present

at high altitudes in both runs. Still, the wave amplitude of the vertical wind is

significantly larger in Run 2n than in Run 1, over 100m s−1 compared to less than

30m s−1 (Figures 6.2a and 6.2c, color scales are different in Figures 6.2a and 6.2c).

Both Figures 6.2b and 6.2d show downward phase progression below z = 0 of similar

amplitude in temperature perturbations (100K), and the periods at these altitudes

are generally long (> 8 h), indicating upward propagating tides or inertial GWs of

similar magnitude. Above z = 0, the vertical wavelengths become large due to

increased diffusivity and ion drag, while nested results tend to show higher-frequency

perturbations (< 1 h) than Run 1.

As shown in Figures 6.2a and 6.2c, the vertical propagating wave shifts towards

shorter periods at higher altitudes, and wave periods are shorter at these altitudes

in Figure 6.2c compared to Figure 6.2a. Figure 6.3 shows the vertical wind wave

spectra from 05:00:00 to 08:00:00 at different altitudes in Runs 1 and 2n. Here, the

vertical wind is plotted (not the difference field). The direct component is marked

as the infinite period in the figure. At the lowest altitude (z = −7), there are

no significant wave components shorter than 15min, and long-period components

dominate, especially for the temporal mean (direct component). At high altitudes

in Run 1, the wave periods range from 15min to 45min centered around 40min,

and no shorter period signals than 12min are observed. However, in Run 2n, the

period components below 40min grow in altitude, and eventually, the wave spectra

are excited in a broad band from 5min to 45min at high altitudes. Also, different
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Figure 6.2: Time-altitude cross sections of vertical wind and temperature perturba-
tions at (21.25◦S, 175◦W) in Run 1 (a-b) and at (21◦S, 175◦W) in Run 2n (c-d). The
color scales are different for vertical winds in (a) and (c).

180



from the dominant 40min period in Run 1, three spectral peaks at 40min, 20min

and 12min arise with a similar magnitude. The change of the dominant wave period

with altitude is likely associated with the filtering effect of background winds (Fritts

and Alexander, 2003; Alexander et al., 2010).

The amplitude growth of waves with altitudes can cause significant pertur-

bations in the upper thermosphere. Figure 6.4 shows the horizontal structures of

vertical wind and temperature perturbations at 08:00:00, z = 2(320 km) in Runs 1

and 2. Figures 6.4a-b are from Run 1; Figures 6.4c-d are from Run 2g overlaid by

Run 2n inside the boxed region. The geopotential height and temperature (not the

perturbation field) from WACCM-X are extracted at the TIEGCM lower boundary

(z = −7) and plotted in Figures 6.4e-f for comparison. Comparing Figures 6.4d and

6.4f, the concentric ring patterns are clear at both the lower boundary and upper

thermosphere (also seen in Figures 6.4c and 6.4e) indicating the upward propagation

of GWs. However, the differences between Figures 6.4a and 6.4c (Figures 6.4b and

6.4d) are remarkable. The wave components of short wavelengths (4◦ ≈ 400 km)

dominate the nested domain, while in the global run with no nesting, only waves

with much longer wavelengths (20◦ ≈ 2000 km) survive. Also, wave amplitudes in

Run 2n are significantly larger than those in Run 1, which indicates that the shorter

wavelengths (400 km) carry the most wave energy in the wave propagation, but in

Run 1, due to the insufficient horizontal resolution (2.5◦ ≈ 250 km), the wave com-

ponents below 500 km are dissipative and eventually removed from the wave spectra

(Nyquist theorem).

In terms of traveling TAD propagation, time-latitude profiles of vertical wind

and temperature perturbations are shown at a constant altitude (z = 2) and longitude

(175◦W) in Figure 6.5 to demonstrate the horizontal wave propagation. This longi-

tude is chosen to cross the epicenter, representing the wave propagation path. Both
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Figure 6.3: Unnormalized wave spectra of vertical winds (not perturbations) at dif-
ferent altitudes (z = −7,−2.5, 2, 6.5) in Runs 1 (a, c, e, g) and 2n (b, d, f, h), both
at the same locations as in Figure 6.2.
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Figure 6.4: (a-d) Horizontal cross sections of vertical wind and temperature pertur-
bations at z = 2(320 km), 08:00:00 in Runs 1 (a-b) and 2 (c-d). Figures 4c-d are from
Run 2g overlaid by Run 2n inside the boxed region. (e-f) WACCM-X geopotential
height and temperature extracted at TIEGCM lower boundary (z = −7). These two
are not the perturbation fields.
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runs show clear latitudinal propagations, but the wave amplitude is significantly larger

in Run 2n compared to Run 1; the wave speed is estimated to be 10 ◦ h−1 ≈ 300m s−1

in both runs, much slower than the local sound speed (typically 800m s−1), indicating

that the propagating wave is indeed a GW. No significant difference is found in the

wave amplitude or speed along northward and southward directions, which indicates

that the wave propagation does not have a preferential direction.

Figure 6.5: Time-latitude cross sections of vertical wind and temperature perturba-
tions at z = 2 and 175◦W in Runs 1 (a-b) and 2n (c-d).

The large GW amplitudes cause significant ionospheric perturbations. Figure

6.6 shows electron density perturbations at z = 2 and differential TEC in both runs.
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This altitude is close to the ionospheric F2 peak and is therefore chosen to represent

the ionospheric variations. Again, the concentric ring structure indicative of outward

propagating waves is evident in Figure 6.6c-d, on the order of 105 cm−3 and 5TECU,

at a similar level as GNSS TEC observations (5TECU as shown in Figure 2 of Aa

et al. (2022)). In contrast, though electron density perturbations are present in Run

1, the wave pattern is much larger, and its magnitude is smaller. In both runs, the

wave patterns are more evident in the north direction than the south because the

electron density peaks at a northern equatorial latitude.

Figure 6.6: Horizontal cross sections of electron density perturbations at z = 2 and
TEC perturbations at 08:00:00 in Runs 1 (a-b) and 2 (c-d).

The horizontal propagations of ionospheric perturbations are shown in Figure

6.7. The time-latitude cross sections are shown at the same altitude (z = 2) and

longitude (175◦W) as in Figure 6.5. The TID speed is estimated to be 300m s−1, of

a magnitude similar to TAD, indicating that the source of the TIDs is most likely

the neutral variation resulting from the volcano eruption. The estimated TID speed

follows the slow mode of the near-field variations in Figure 2 of Themens et al. (2022)

and Figure 3 of Zhang et al. (2022b). Just as shown in Figure 6.6, the northward
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propagation of TID (2TECU) in Figure 6.5 is significantly stronger than that in the

southward direction (< 1TECU).

Figure 6.7: Time-latitude cross sections of electron density perturbations at z = 2
and TEC perturbations at 175◦W in Runs 1 (a-b) and 2n (c-d).

6.3.2 Model Sensitivity to Nudging Fields

To examine the capability of incorporating waves from below at the TIEGCM-

NG lower boundary by nudging different wave fields, the model runs belonging to

the second testing group in Section 6.2.2 are performed. Three different runs are

performed: Run TUV, indicating T , U , and V are nudged near the lower boundary;
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Run Z, indicating only Z is nudged; and Run TUVZ, indicating all fields are nudged

at the model low-pressure levels (Run 2 in Section 6.3.1).

The vertical and horizontal propagations in the nested domain are shown in

Figure 6.8 for Runs TUV, Z, and TUVZ. Different cross-sections are drawn in the fig-

ure for different runs, including the time-altitude cross-section at the epicenter (21◦S,

175◦W), the time-latitude cross-section at z = 2, 175◦W, and the longitude-latitude

cross-section at 08:00:00, z = 2. Although the vertical and horizontal structures of

the GW are similar, comparing Figures 6.8a and 6.8g (6.8b and 6.8h, 6.8c and 6.8i),

the magnitude is significantly smaller in Run TUV than in Run TUVZ, 40m s−1

versus 100m s−1. On the other hand, comparing Runs Z and TUVZ, no distinguish-

able differences are identified from Figures 6.8d and 6.8g (6.8e and 6.8h, 6.8f and

6.8i). The comparison indicates that Z is the most important field to be nudged in

GW propagation. In other words, high-frequency GW is most sensitive to Z. The

possible reason for this sensitivity can be summarized in two points. First, in this

study, high-frequency waves have larger amplitudes and dominate the region of in-

terest. The vertical wind spectrum is sensitive to high-frequency waves, while zonal

and meridional wind spectra are sensitive to low-frequency waves (Geller and Gong,

2010). This leads to the dominant high-frequency waves in vertical winds. Second,

the vertical wind is proportional to the displacement of Z, but nudging T , U , and

V only helps improve the vertical gradient of vertical winds under hydrostatic condi-

tions. So nudging Z directly improves the vertical wind and supports high-frequency

waves.
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Figure 6.8: Different cross sections of vertical wind perturbations in Runs TUV (a-c),
Z (d-f), and TUVZ (g-i). Time-altitude cross sections at 21◦S, 175◦W are shown
in (a, d, g); time-latitude cross sections at z = 2, 175◦W are shown in (b, e, h);
longitude-latitude cross sections at 08:00:00, z = 2 are shown in (c, f, i). All units
are ms−1.
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6.4 Conclusion and Discussion

We develop a new TIEGCM-NG model, a regional high-resolution extension

of the original TIEGCM, to study I-T processes on regional scales. It solves the

same equations as the original TIEGCM and uses time-dependent Dirichlet lateral

boundary conditions obtained from the global low-resolution run. Near the nested grid

boundaries, the original 4-point stencil in the horizontal finite difference is substituted

by a 2-point stencil. The sub-cycling in time guarantees the model’s stability in the

nested grid domain. We further add the capability of nudging the model at low

pressure levels to better simulate the propagation of GWs from the lower atmosphere.

We then nudge WACCM-X simulation results to subscribe GWs into TIEGCM-

NG to the impacts of 2022-01-15 volcano eruption at Hunga Tonga-Hunga Ha’apai

on the ionospheres via the vertical coupling of GWs. The TIEGCM-NG simulations

indicate that high resolution is critical to simulate wave propagation. The wave pe-

riod shifts from long to short as it propagates from low to high altitudes, likely due to

the filtering effect of background winds. The wave can further propagate to the iono-

sphere, leading to significant ionospheric disturbances such as large electron density

perturbations. The TIEGCM-NG simulated eruption-induced ionospheric perturba-

tions have a similar magnitude to the observations. The speeds of TAD and TID at

320 km are estimated to be 300m s−1, following those derived from the TEC obser-

vations. In addition, we perform a sensitivity test to determine the essential nudging

fields to fuse in GWs at the lower boundary. The test shows that geopotential height is

the essential field to be nudged into TIEGCM-NG, and geopotential height variations

are the easiest to propagate through the I-T system.

However, it is necessary to point out that the simulated GW in this study only

covers the one excited by the initial pulse of the volcano eruption. Due to a large
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amount of water vapor emitted into an intense column throughout the stratosphere,

the release of latent heat at later times also contributes to the excitation of GWs in

the authentic atmosphere. The secondary GW excited by such a mechanism is not

studied.

It is worth emphasizing that the computation efficiency is much higher in

TIEGCM-NG than in global high-resolution TIEGCM. Thus TIEGCM-NG can be

an ideal choice in applications where computing time is a critical factor, like near-

real-time forecasting on regional scales.

One advantage of TIEGCM-NG compared to local models is that the nested

region’s background atmosphere (winds, temperatures, etc.) can be more interactive

and realistic, representing the time dependence on different external conditions. For

example, TIEGCM-NG can assist in investigating under what conditions GWs can

survive after long-distance propagations and impact the ionosphere (e.g., in the form

of TID). Although high-resolution WACCM-X is involved in this study, it is neces-

sary to mention that TIEGCM-NG is not tied to global high-resolution simulations.

The purpose of subscribing external field from WACCM-X is to provide GW seeding

near the lower boundary. The choice of GW seeding can vary from comprehensive

physical models like MAGIC (Heale et al., 2022; Inchin et al., 2022) or theoreti-

cal GW models to point-like sources in the lower atmosphere. The computation-

efficient nature of TIEGCM-NG is only partially appreciated in the current coupled

WACCM-X/TIEGCM-NG study due to the high cost of high-resolution WACCM-X

simulations. However, TIEGCM-NG will most likely find its advantage in real appli-

cations by coupling to other regional high-resolution models like MAGIC. MAGIC can

simulate small-scale GWs while saving computing time (compared to global models)

by focusing on a regional area. While MAGIC itself cannot simulate the change of

the lateral boundary, a coupled MAGIC/TIEGCM-NG in the future will likely bring
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new insight into the GW simulation by combining the advantages of global models

(no lateral boundaries) and regional models (high resolution).

It is also arguable that a time-dependent boundary flux (Neumann condition)

instead of the field (Dirichlet condition) might better serve the wave propagation

across the boundary. Still, as a starting point and for easy implementation, the field

is prescribed as the lateral boundary condition in the current development. Among

all simulations we perform, there are no significant boundary distortions or reflec-

tions; thus, we choose to use a Dirichlet condition. The current design of the nested

grid extension is a separate module of the original TIEGCM subroutines, making

it convenient to modify the physics in the nested grid domain in the future. It is

possible to incorporate different sets of physical equations (such as those describing

the non-hydrostatic processes) in the nested domain and combine them into global

TIEGCM simulations. In this way, even localized high-frequency compressible atmo-

spheric waves can be simulated in the framework of TIEGCM. Further extensions of

TIEGCM-NG are left as a future task in studying different atmospheric processes.

6.5 Comparing to High-Resolution GW Simulations

in GITM

Recently, GITM-R has implemented the nesting capability using a similar

design discussed in Section 6.2.1. Zhao et al. (2020) performs an ionospheric GW

study resulting from a tropical cyclone using GITM-R. A theoretical monochromatic

wave is imposed on the horizontal winds at the lower boundary as

δu = A cos(2πr/λ− ωt)
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where A is the amplitude, λ and ω are the horizontal wavelength and frequency, r is

the distance from the epicenter, and t is the time. λ and ω are chosen to match the

observations best.

Figure 6.9 displays the GITM‐simulated TEC perturbations (δTEC). The

maximum δTEC is 0.019, 0.064, 0.086, and 0.093 at 5min, 15min, 35min, and 1 h.

The magnitude increases with time, and the TEC perturbations expand radially out-

ward from the wave center. The magnitude of the TEC perturbations is not circularly

symmetric, especially at 1 h, likely caused by the variation of background winds and

the effect of the magnetic field.

Compared to our approach of imposing realistic perturbations in the lower

boundary (Section 6.2.2), imposing idealized GWs in the lower boundary produces

oversimplified spatial structures, making the simulation deviate from real-time TEC

observations.
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Figure 6.9: Snapshots of simulated δTEC at four different times after forcing imposed
at the lower boundary. Adapted from Zhao et al. (2020).
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Chapter 7

Conclusions and Outlook

We conclude by summarizing the results of the individual projects comprising

this dissertation and by briefly discussing possible future work based on the current

stage of model development.

7.1 Engineering Achievements

Development of Auroral Data Assimilation We introduce a multi-resolution

Gaussian process model to synthesize various data sources self-consistently (empirical

models, satellite-based and ground-based data) for the auroral assimilation for the

first time. The assimilation results reproduce the large-scale and mesoscale auroral

structures with quantified uncertainties over the assimilation domain. To produce

assimilation results that agree better with observations, we use data downsampling

to decrease the weightings of low-fidelity data (interpolated satellite data and em-

pirical model) and ensure the dominance of high-fidelity data (satellite and ground-

based observations) in the assimilation results. Further, we generate a postprocessing

weighting map using KNN trained by auroral observations to mitigate the inherent
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smoothing effect of the fitting procedure. The combined effect of the data assimilation

model and the postprocessing weighting map helps reproduce mesoscale auroral arcs

to a large extent. We use assimilated aurora to drive TIEGCM, and the simulated

TEC structures show more spatial structures and agree with GNSS observations.

Development of Electric Field Data Assimilation We introduce a multi-

resolution Gaussian process model to assimilate high-latitude electric fields by ex-

tending the Lattice Kriging framework to vector fields. Several sensitivity tests sug-

gest that data takes a leading role over the background model. Comparing fitting

errors using different resolutions, higher-resolution assimilation leads to more minor

fitting errors, which suggests that higher-resolution assimilation can capture more

medium-to-small-scale structures. We further implement the multi-resolution assimi-

lation capability by locating multiple levels of basis functions in the same region. By

setting up multi-level basis functions, we significantly decrease the computation cost

while achieving better error performance than the single-resolution assimilation. The

capability of tracing data coverage automatically and locating high-resolution basis

functions according to data is further developed to reduce the computation cost to a

level similar to low-resolution assimilation while retaining good error performance as

the high-resolution assimilation. We compare local assimilation results with PFISR

measurements and confirm the new data assimilation model can also reproduce local

observations to a large extent.

Development of Nested-Grid TIEGCM We extend the original TIEGCM with

the regional high-resolution refinement capability using a time-dependent Dirichlet

lateral boundary condition at each level. The numerical stability is reinforced by

time sub-cycling in the nested region. We design and implement a highly parallel
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scheme to enable real-time high-resolution modeling. A nudging capability is de-

veloped to support atmospheric wave propagation in the model. GW propagations

are therefore reproduced in the I-T region by multi-level simulations and nudging

WACCM-X results near the lower boundary. The simulated GWs in TIEGCM-NG

have a comparable phase speed to observations.

7.2 Scientific Findings

Mechanism Study of TTEIL during the 2011-05-28 Storm Regional en-

hancement in aurora leads to a considerable increase in Pedersen conductivity and

deeper penetration of Joule heating to the lower thermosphere. The implementation

of electric field variabilities leads to intense Joule heating, which triggers dynamic

responses in the thermosphere. Enhancements in aurorae and electric fields lead to

intense Joule heating in the lower thermosphere, which causes the temperature to

increase drastically. Joule heating-induced pressure gradient changes lead to the hor-

izontal divergence of airflow, which results in large vertical velocities. Strong vertical

motions lead to strong adiabatic cooling at higher altitudes which assists the forma-

tion of TTEIL. Vertical advective heating acts as a cooling term below and a heating

term above, hampering the formation of inverse temperature profiles. Summing up

the heating effects from three terms together, Joule heating and adiabatic cooling

support the formation of TTEIL, and vertical advective heating hinders TTEIL, and

their joint effect leads to the observed TTEIL. Dynamic disturbances resulting from

Joule heating propagate to regions without local Joule heating in the form of TADs,

which lead to secondary TTEIL with smaller amplitude.
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Model Study of Strong Vertical Winds during the St. Patrick’s Day Storm

With enhanced aurora, TIEGCM generates a secondary electron density peak at E

region altitudes. After further implementing realistic aurora, intense Joule heating

appears, which leads to significant vertical winds at 250 km. Data-driven aurora

and electric fields cause a significant increase in spatial and temporal variabilities in

the model. TADs with large amplitudes, resulting from the intense Joule heating,

propagate globally, which leads to elevated variabilities in low latitudes.

Model Study of GW Propagation during Tonga Volcano Eruption Tonga

volcano eruption-induced GWs have a prominent wave period shorter than 45min.

GWs of short periods at 15min and short wavelengths below 500 km, present in the

high-resolution simulation, carry the most wave energy and cause the most significant

I-T responses. To produce high-frequency GW signals in vertical winds, it is essential

to include geopotential height perturbations in the simulation due to direct physical

relations between geopotential heights and vertical winds.

In summary, during magnetic storms, magnetospheric energy deposition can

significantly impact the I-T system in the form of elevated Joule heating resulting

from enhanced aurora and electric fields. The elevated Joule heating induces dynamic

and thermodynamic I-T responses and causes small to large-scale TADs and TIDs

which leads to the global propagation of I-T variations. During both storm and quiet

time, wave activities of various wavelengths and periods from the lower atmosphere

transport momentum and energy into the I-T system and lead to variabilities across

a wide range of spatial and temporal scales.
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7.3 Outlook

The newly developed tools (the data assimilation model, TIEGCM-NG, and

TIEGCM-nudging) described in this dissertation have shown their great potential to

better study the coupled I-T system by refining the forcing both from above and from

below towards reality. With these tools, several major science questions remain to be

better answered:

1. How does the I-T system respond on different scales to magnetic storms? What

is the relative contribution from each scale to the I-T responses?

2. How does the I-T system respond to downward magnetospheric energy deposi-

tions and upward-propagating atmospheric waves simultaneously?

3. How can these tools leverage the existing observations/models, and future mis-

sions such as GDC and Dynamical Neutral Atmosphere-Ionosphere Coupling

(DYNAMIC) to investigate fundamental physical processes in the I-T system?

We are nearly ready to begin work on the first topic. All that we need are

high-resolution observations of aurora and electric fields. We can analyze the scale

dependency using the new data assimilation model and produce auroral and electric

field assimilation results at different scales. Then we will use these assimilation results

in TIEGCM and study the simulated I-T responses. The runs driven by different

scales of magnetospheric energy inputs (aurora and electric field) can be quantitatively

analyzed through comparisons among different runs.

It is known that geomagnetic storms can change circulations and compositions.

Such impacts reach the whole globe which potentially alters the wave propagation

from below. On the other hand, changes in wave momentum and energy deposition

modulate the I-T states, and then the I-T responses to storms. Again, if we can better
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quantify each source, timing, and spatial extension of the storm and wave impacts by

combining data and model, we are in a better position to realistically quantify the

underlying processes, and unravel the mysteries of observations with a large dynamic

range.

GDC mission will enable the observations of high-latitude magnetospheric forc-

ing including aurora and ion drifts, which are the perfect inputs to the data assimi-

lation model we developed. The DYNAMIC mission will observe atmospheric waves

in an unprecedented cadence, which delineates more details of both large and small-

scale waves. And their impacts can be better resolved in the nudging procedure and

higher-resolution modules. So the overall set of tools developed in this dissertation is

highly relevant and holds great potential to contribute.
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Appendix A Lattice Kriging

Assume that the field y(x) satisfies an additive model with a statistical mean

µ(x) and deviation g(x)

y(x) = µ(x) + g(x) + ε(x) (1)

µ(x) is directly taken from an empirical model z(x) but multiplied by a global linear

scaling factor d (to be estimated) to account for the bias

µ(x) = z(x)d

Decompose g(x) onto a set of m basis functions φj(x)(1 ≤ j ≤ m)

g(x) =
m∑
j=1

cjφj(x) (2)

where cj is the coefficient of the jth basis function. The covariance function of g(x)

is written as

cov (g(x), g (x′)) =
∑

1≤j,j′≤m

ρφj(x)Q
−1
j,j′φj′(x

′) (3)

where Q−1 is the covariance matrix in the representation of φj(x) and ρ serves as a

scaling factor of the covariance matrix. To guarantee the positive definiteness of the

covariance matrix, it is desired to write the precision matrix Q in an inner product

form

Q = BTB/ρ
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Following Lindgren et al. (2011), B is formulated as

Bj,j′ =


4 + κ2, j′ = j

−1, j′ = j ± 1

0, otherwise

where κ 6= 0 for the determinant to be non-zero. In this formulation, B is a sparse

matrix, and Q is also sparse. This precision matrix Q is derived from a Gaussian

Markov random field in which two locations are correlated only if they are adjacent.

Given a set of observations yi at xi(1 ≤ i ≤ n), write the basis functions into

an n×m matrix φ with its elements satisfying

φi,j = φj(xi)

Then expand Equations (2) and (3) to all points and obtain their corresponding

matrix forms

g(x) = φc

cov (g(x), g (x′)) = ρφQ−1φT

where x = (x1, x2, . . . , xn), and c = (c1, c2, . . . , cm). The error covariance matrix

W−1 is diagonal

W−1 = diag(ε1, ε2, . . . , εn)

When combining the covariance and the error covariance into the model, another

scaling parameter σ2 is added to the error covariance matrix σ2W−1. Stack all ob-

servations yi into a vector y = (y1, y2, . . . , yn), and empirical model at input locations

202



zi into Z = (z1, z2, . . . , zn), then the matrix form of Equation (1) can be written as

y = Zd+ φc+ ε

y satisfies a multi-variate normal distribution with a mean of Zd and a SD of

ρφQ−1φT + σ2W−1

y ∼ MVN
(
Zd, ρφQ−1φT + σ2W−1

)
Define a new parameter λ = σ2/ρ and an auxiliary matrix

Mλ = φQ−1φT + λW−1

The subscript indicates that M is a function of λ but not ρ. Re-parameterize in

terms of λ and ρ

y ∼ MVN(Zd, ρMλ)

The log-likelihood of the model is

l(d, ρ, λ) = −1

2
(y −Zd)T (ρMλ)

−1(y −Zd)− 1

2
log |ρMλ| −

n

2
log 2π (4)

To maximize l, it is desired to maximize over d. The generalized least squares estimate

of d is

d̂ =
(
ZTM−1

λ Z
)−1

ZTM−1
λ y

Set r = y −Zd̂ and substitute back into Equation (4)

l(ρ, λ) = −1

2
rT (ρMλ)

−1r − 1

2
log |ρMλ| −

n

2
log 2π (5)
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Maximize l over ρ gives

ρ̂ = rTM−1
λ r/n

Equation (5) then becomes

l(λ) = −1

2
rT (ρ̂Mλ)

−1r − 1

2
log |ρ̂Mλ| −

n

2
log 2π (6)

Finally, the best estimate of λ is given by maximizing Equation (6) over the whole

possible value range (0,∞).

The coefficient of the basis functions c satisfies an MVN distribution given all

other parameters

[
c|y, d, σ2, ρ,Q−1

]
∼ MVN

(
Q−1φTM−1

λ r, ρQ−1 − ρQ−1φTM−1
λ φQ−1

)
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Appendix B Acronyms

This table list all the acronyms used in this dissertation and their full names.

Acronym Full Name

ABI Advanced Baseline Imager

AE Auroral Electrojet

AIRS Atmospheric Infrared Sounder

AMGeO Assimilative Mapping of Geospace Observations

AMIE Assimilative Mapping of Ionospheric Electrodynamics

AMPERE Active Magnetosphere and Planetary Electrodynamic Response Exper-

iment

ASI All-Sky Imager

BLUP Best Linear Unbiased Prediction

DE Dynamics Explorer

DMSP Defense Meteorological Satellites Program

DYNAMIC Dynamical Neutral Atmosphere-Ionosphere Coupling

FAC Field-Aligned Current

FBI Farley-Buneman Instability

FOV Field-Of-View

FPI Fabry-Perot Interferometer

GAIA Ground-to-topside model of Atmosphere and Ionosphere for Aeronomy

GDC Geospace Dynamics Constellation

GITM Global Ionosphere Thermosphere Model

GITM-R GITM with local refinement

GLAT Geographic Latitude

GLON Geographic Longitude
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GNSS Global Navigation Satellite System

GOES Geostationary Operational Environmental Satellites

GRACE Gravity Recovery and Climate Experiment

GUVI Global Ultraviolet Imager

GW Gravity Wave

I-T Ionosphere-Thermosphere

ICME Interplanetary Coronal Mass Ejection

ICON Ionospheric Connection Explorer

IDM Ion Drift Meter

IMF Interplanetary Magnetic Field

ISR Incoherent Scatter Radar

IVM Ion Velocity Meter

KNN K-Nearest Neighbors

LBH Lyman-Birge-Hopfield

LOS Line-Of-Sight

M-I-T Magnetosphere-Ionosphere-Thermosphere

MAGIC Model for Acoustic-Gravity wave Interactions and Coupling

MERRA Modern-Era Retrospective analysis for Research and Applications

MIGHTI Michelson Interferometer for Global High-resolution Thermospheric

Imaging

MLAT Magnetic Latitude

MLON Magnetic Longitude

MLS Microwave Limb Sounder

MLT Magnetic Local Time

NG Nested Grid
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NORSTAR Northern Solar Terrestrial Array

OVATION Oval Variation, Assessment, Tracking, Intensity, and Online Nowcast-

ing

PFISR Poker Flat ISR

RBF Radial Basis Function

RHS Right Hand Side

RMSE Root-Mean-Square Error

SABER Sounding of the Atmosphere using Broadband Emission Radiometry

SCHISM Semi-implicit Cross-scale Hydroscience Integrated System Model

SD Standard Deviation

SE Spectral Element

SECS Spherical Elementary Current Systems

SHF Spherical Harmonics Fitting

SLT Solar Local Time

SSIES Special Sensor for Ion and Electron Scintillation

SSJ Special Sensor J

SSUSI Special Sensor Ultraviolet Spectrographic Imager

SuperDARN Super Dual Auroral Radar Network

SYM-H Symmetric Disturbance Field in H component

TAD Traveling Atmospheric Disturbance

TEC Total Electron Content

THEMIS Time History of Events and Macroscale Interactions during Substorms

TID Traveling Ionospheric Disturbance

TIDI TIMED Doppler Interferometer

TIEGCM Thermosphere Ionosphere Electrodynamics General Circulation Model
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TIGCM Thermosphere Ionosphere General Circulation Model

TIMED Thermosphere Ionosphere Mesosphere Energetics and Dynamics

TING Thermosphere Ionosphere Nested Grid

TTEIL Thermospheric Temperature Enhancement and Inversion Layer

WACCM Whole Atmosphere Community Climate Model

WACCM-X WACCM with thermosphere and ionosphere extension

WAM-IPE Whole Atmosphere Model with Ionosphere, Plasmasphere, Electrody-

namics

WRF Weather Research and Forecasting model
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Appendix C External Links

This section lists links to the publications and code repositories.

Chapter 2 10.1029/2020JA028224
Chapter 3 10.1029/2022SW003146
Chapter 4 10.1029/2021SW002880
Chapter 5 10.1029/2022SW003308
Chapter 6 10.1029/2023JA031354

Code Repository https://github.com/hzfywhn
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